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Appli
ation of the Boundary Element Method to 
ombustion noise andhalf-spa
e problems
HAIKE BRICK
Department of Civil and Environmental Engineering
Division of Applied Acoustics, Vibroacoustic Group
Chalmers University of TechnologyAbstra
t
The Boundary-Element-Method (BEM) is a powerful and established tool in com-
putational acoustics. This thesis aims at an enhancement of the method towards
combustion noise and half-space problems.

First, it is directly coupled to an incompressible Large Eddy Simulation (LES)
to calculate the sound radiation of open flames. Compared to other hybrid meth-
ods in this area, the coupling of an incompressible LES and BEM is a computa-
tionally efficient concept. The incompressible approach enormously reduces the
complexity of the LES of the source domain, and the BEM requires only the
solution of a boundary integral along a control surface around the source region
to predict the sound field in the acoustic domain. The thesis provides a theo-
retical discussion on the general applicability of this approach. It is applied to
calculate the sound power of two open jet flames, which was also experimentally
determined. A good agreement between measurement and simulation could be
obtained regarding one of the flames. Reasons for the strong deviations consider-
ing the other flame are identified and possible correction strategies are outlined.

Second, a specialised half-space BEM was developed to account for the presence
of an infinite boundary plane in the acoustic domain. Half-space problems are of
great importance in acoustics, since realistic problems are seldom located in the
unbounded three-dimensional space. Often a flat ground, which is characterised
by its acoustic impedance, confines the acoustical domain. The presence of an
infinite plane and the associated additional discretisation effort weakens the ad-
vantages of the classical BEM. One possible remedy is to use a Green’s function,
which automatically satisfies the boundary condition at the plane. In this thesis
several Green’s functions are reviewed and tested for their applicability in a BEM
formulation. The successful implementation of an appropriate Green’s function
is verified by several test cases. The horn effect of the tyre–road interface has
been chosen as practical benchmark problem. The excellent agreement of the
simulated and measured horn effect in case of a rigid plane as well as in case of
a mineral wool layer validates the developed half-space BEM.Keywords: Hybrid approach, Kirchhoff’s surface, incompressible Large Eddy
Simulation, impedance plane, Green’s function, horn effect, tyre–road interface
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Chapter 1Introdu
tion
1.1. Thesis aim
With the increasing capability of computers, especially personal computers, nu-
merical solutions for a wide range of engineering problems become more and
more important and available. They are desired as prediction tools, which should
replace the prototyping process.

The Boundary Element Method (BEM) is one of the numerical methods applied
in the field of computational acoustics. It is a well established technique to solve
academic as well as industrial acoustic radiation and scattering problems. Unlike
the Finite Element Method (FEM), it only requires a discretisation of the bound-
ary of the acoustic domain, which makes it very practical and easy to build the
simulation model. On the other hand the resulting matrices are fully populated
and asymmetric, which limits the size of the models that can be analysed. For
many standard problems, commercial codes are available, such as Virtual.Lab [1],
VNoise [2] and FastBEM Acoustics [3]. But nevertheless, development is still in
progress as the agile participation of researchers in recent conferences and the high
number of currently published papers on this topic show. The main focus lays on
coupling strategies to other numerical methods, fluid-structure interaction, time
domain formulations, inverse boundary element techniques and eigenvalue anal-
ysis. Much effort is invested in reducing the computational complexity by fast
solution techniques, e.g. Fast Multipole Method (FMM), and the development of
specialised approaches, e.g. half-space formulations.

The thesis is devoted to two of the current research needs in BEM. First,
it deals with the coupling of the BEM to another numerical method, namely

1



2 1. Introduction

to an incompressible Large Eddy Simulation (LES), for the calculation of the
sound radiation of open, turbulent, non-premixed jet flames. For this hybrid
approach a direct BEM formulation is used, where the boundary conditions are
prescribed by the velocity data computed by the LES. Such hybrid approaches
take advantages of the highly specialised and elaborated techniques, which are
available for different governing processes in different domains. The coupling of
the methods is a very sensible step, which is crucial for the accuracy and reliability
of the complete hybrid approach. The combination of incompressible LES and
BEM is a comparatively less expensive approach for the determination of the
noise emission from flames. It is interesting to see that it is possible to obtain a
good sound field prediction by this coupling strategy, but it is also important to
identify error sources and the scope of validity of the method. The thesis aims
for a clarification of the influence of the coupling parameters on the accuracy of
the overall results as well as for an investigation of possible input data correction
techniques.

Second, the thesis addresses the reduction of the computational complexity
by implementing an appropriate half-space formulation into a direct BEM code
to model the sound propagation above an impedance plane. Outdoor sound
propagation depends strongly on the acoustic characteristics of the ground. The
effect of a fully reflective, rigid ground on the sound field can be easily modelled
by a BEM model. The modelling of the effect of a ground of finite impedance like
grassland or open porous asphalt is a much more complex, but necessary task.
For example, the design of low-noise road surfaces needs an accurate prediction
of the influence of the non-rigid road surface on the overall rolling noise. In
the thesis several half-space formulations are reviewed and tested for the use
within the BEM, the implementation of an appropriate formulation into a BEM
code is discussed and the accurate prediction of the horn effect of the tyre–road
interface is presented. Considering this second aspect, the thesis contributes to
the development of effective simulation tools for outdoor sound propagation.1.2. Thesis stru
ture
The thesis is devoted to the use of the BEM for the simulation of sound radiation
and scattering problems in different research fields. Therefore this introduction
is followed by a review of the BEM. The chapter “Boundary Element Method in
acoustics” includes an overview of the history of the BEM in the field of compu-
tational acoustics, the derivation of the governing equation and the presentation
of its numerical implementation.



1.3. Overview of appended papers and additional thesis results 3

The third chapter “BEM for calculating combustion noise” is related to the
combustion noise project, i.e. to the coupling of BEM and LES to calculate the
sound radiation of turbulent flames. In Section 3.1 the combustion noise problem
is briefly introduced and the research project and its integration in the German
research group “Combustion Noise” is presented. The objects of the study—open,
turbulent, non-premixed jet flames—are introduced in Section 3.2. Section 3.3
starts with a theoretical discussion on the validity of the present hybrid approach.
It continues with an analysis of several coupling parameters and their influence
on the accuracy of the approach, such as the location of the coupling interface,
the downsampling of the LES data, and the determination of an average sound
power spectrum. Emphasis is placed in Section 3.3.5 on the correction of the input
data for the BEM by a Principal Component Analysis of the velocity data and a
splitting technique, that is based on the Helmholtz theorem. Section 3.4 describes
the application of the CHIEF method—a regularisation method relating to the
non-uniqueness problem of the BEM—to the present flame model. In Section 3.5
the influence of a rigid and soft ground on the sound radiation of the flames is
studied. The theme of that last section is explored further in the next chapter.

In the forth Chapter “Half-space BEM” the expansion of a direct BEM to
half-space problems with an infinite impedance plane is presented. The available
half-space Green’s functions are surveyed in sections 4.1 and 4.2. In Section 4.3
the accuracy and performance of the developed half-space BEM formulation is
compared with a classical discretisation of a portion of the impedance plane.
Finally, in Section 4.4 the half-space BEM is successfully applied to the simula-
tion of the horn effect of the tyre–road interface for a rigid as well as for a soft
impedance of the road surface.

The thesis is completed in Chapter 5 by conclusions and ideas for further
research.1.3. Overview of appended papers and additionalthesis results
Combustion Noise
All papers relating to the combustion noise project address the coupling of the
BEM to an incompressible LES to compute the sound radiation of turbulent,
non-premixed jet flames. As a whole they represent the progress of the research
project, while each paper focuses on a special topic. Beside the BEM, most
papers include also the application of the Equivalent Source Method (ESM) to
the combustion noise problem, which was the subject of my colleague’s work.



4 1. IntroductionPaper I is the first publication on the topic of the thesis. It deals mainly with
the influence of the artificial turbulence of the LES on the sound field. The
artifical turbulence is an inflow boundary condition of the LES to generate
enough turbulence in the low-Mach number flow. This boundary condition
highly disturbs the acoustic simulation. It can be remedied by setting the
velocity data at the inflow disc of the Kirchhoff’s surface to zero.Paper II is a joint paper with our cooperation partners at the Technical Uni-
versity Darmstadt, who provided the LES data. In this paper an overview
of the applied LES can be found as well as a validation of the flow field
simulation. The acoustic simulation and its validation are also included in
the paper, but they are described much more in detail in Paper III.Paper III emphasis the acoustic part of the coupling strategy BEM–LES. The
paper includes the description of the sound power measurements of the
isothermal and reactive flow. The noise level due to the combustion pro-
cesses in the reactive flow exceeds the pure flow noise level of the isothermal
flow many times over. An interesting detail is the study on the influence of
the Reynolds number Re on the sound radiation of one of the flames. The
normalisation of the measured sound power level to Re4 reveals the strong
correspondence of the flame with an aerodynamic monopole source.Paper IV is the concluding journal paper of the combustion noise project re-
garding the coupling of the BEM and ESM with a LES. The paper covers
many aspects of the pre-processing of the LES data and meshes for the use
within BEM and ESM. The input velocity data are analysed and the vali-
dation of the results of the BEM and ESM simulations by the measurement
data is discussed in detail.

Half-SpacePaper V is a comprehensive publication about the half-space BEM. The first
part of the paper is mainly a contribution of Martin Ochmann. It presents
the full derivation of the appropriate half-space Green’s function, which was
later implemented in the BEM. The second part deals with the numerical
point of view. The implementation of two Green’s function into the BEM
code BemLab is discussed along with a study of the numerical properties
of the Green’s functions and their derivatives. Applied quadrature tech-
niques are presented. Several academic test case verify the accuracy of the
developed half-space BEM.



1.3. Overview of appended papers and additional thesis results 5Paper VI includes a further test case, which is employed to investigate the ac-
curacy and performance of the half-space BEM in comparison to the use of
a discretised portion of the infinite plane within an indirect BEM. It can
be shown that the quality of the half-space BEM solution is much higher
than that of the comparable indirect BEM model, while the costs depend
strongly on the characteristics of the impedance plane.

Additional thesis work

The thesis also presents the results of preliminary and additional studies,
which were not published in the Papers.

Concerning the Combustion Noise theme, the hybrid approach, which is
presented in Paper I–IV, is supported by a theoretical discussion on the its
validity. Some additional aspects of the hybrid approach are thoroughly
studied, such as the determination of a mean sound power spectrum, the
influence of the spatial downsampling of the LES data on the simulations
results, and possibilities for an input data correction. The CHIEF method
was closely examined before its application to the flame model, and the
results of this study are presented.

The Papers V–VI on the half-space problem are completed by a detailed
review on the available Green’s functions for sound propagation above an
impedance plane. Approximate as well as exact solutions are presented
along with a discussion on their applicability within a direct BEM formula-
tion. The calculation of the horn effect of the tyre–road interface represents
an advanced benchmark problem for the developed half-space BEM. The
computation details and the results are given, which successfully validate
the extension of the classical BEM to half-spaces with finite impedance
boundary conditions.





Chapter 2Boundary Element Method in a
ousti
s
The Boundary Element Method (BEM) is a numerical technique for solving var-
ious types of partial differential equations that describe physical phenomena in
engineering, such as fluid mechanics, electromagnetics, fracture mechanics, elas-
tomechanics, and acoustics. The governing differential equations are formulated
as integral equations along the domain boundaries. By means of the BEM, the
field parameters at the boundaries are found, which fit the given boundary con-
ditions. A constraint of the method is the availability of an appropriate Green’s
function for the given initial and boundary value problem.2.1. History and Appli
ations
The first publications on BEM have been made around forty years ago. A histori-
cal review on the development and use of the Boundary Element Method is given
in [4–6], a comprehensive bibliography can be found at [7]. The corner stones
of the method are certainly the works of Fredholm [8] and correlated works on
integral equations in mathematical physics. The numerical implementation of
Fredholm type of integral equations started in 1960s in fields of research, which
involved infinite domains, such as potential theory [9, 10] and acoustics, espe-
cially concerning scattering problems in underwater acoustics [11, 12]. These
initial works were soon followed by an increasing number of publications in dif-
ferent research fields, also on the application of boundary integral equations to
acoustic radiation problems [13, 14]. In this time, the term boundary element
method was not used, but the applied theoretical and numerical scheme com-
plies with what was later called this way. In the following a lot of research work

7
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was done and numerous papers contributed to the development of an efficient
and universal boundary integral formulation of the Helmholtz-Integral equation,
e.g. [15–22]. Probably, the term “Boundary Element Method” has been estab-
lished by the First International Conference on Boundary Element Methods in
Engineering in 1978 [23]. It can be noticed, that from that time onward this
term is also used in the field of acoustics. Up to now the BEM has become an
integral part of computational acoustics and an widely-used engineering tool for
the prediction of radiated and scattered sound fields in an homogeneous medium.
Textbooks have been published, which focus on the theoretical background and
the implementation of the BEM in acoustics as [6, 24–26]. Few commercial codes
are available, which covers the most standard problems, such as Sysnoise in Vir-
tual.Lab [1], VNoise [2] and FastBEM Acoustics [3].

Meanwhile, the BEM has been applied to a variety of acoustic problems. The
classical application area is the solution of sound radiation and scattering prob-
lems in the frequency domain for exterior as well as for interior problems, cf.
examples at [1–3]. The Fast Multipole Method [27] is a comparatively young
technique, which allows the use of huge BEM models and makes the BEM even
more attractive in this area. Whereas the BEM in the frequency domain yields
the solution for stationary problems, the BEM in the time domain is well suited
for the analysis of transient processes [24, Ch. 8], [26, Ch. 18]. Other applications
areas are the eigenvalue analysis [6], the inverse BEM for sound source identifica-
tion [26, Ch. 20] and the multi-domain BEM to solve problems with two or more
acoustic media [26, Ch. 13]. The solution of coupled field problems by a coupling
of BEM with other numerical methods is another very active research field [25,
Ch. 11-13], [26, Ch. 19], [28].2.2. Governing equations
The derivation of the Helmholtz-Integral equation, which forms the basis of the
acoustic BEM, is strongly connected with the concept of Green’s functions. The
presented derivation is based on the mathematical fundamentals in [29, Ch. 5].

The governing equation for the propagation of sound waves in an homogeneous
medium at rest is the Helmholtz equation

L[p] = ∇2p(~x) + k20p(~x) = −ϕ(~x) (2.1)

where L[ ] denotes the differential operator. p(~x) is the sound pressure at the spa-
tial point ~x = (x, y, z), which lies in the domain Ω. ∇2 is the Laplacian operator,
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k0 = ω/c0 is the wavenumber with ω = 2πf, f is the frequency and c0 the speed
of sound in the acoustic domain. ϕ(~x) represents a spatially distributed source
function due to harmonic acoustic sources in Ω. The harmonic time dependence
of the sound pressure is assumed as ~p(~x, t) = p(~x)ejωt. The Green’s function
g(~x,~y) of L[p(~x)] is defined by the expression

L[g] = ∇2g(~x,~y) + k20g(~x,~y) = −δ(~x − ~y), (2.2)

with δ(~x − ~y) as Dirac delta function, i.e. the Green’s function g(~x,~y) is the
solution for a point source at ~y = (xs, ys, zs). Additionally, p(~x) is given by

p(~x) =

∫

Ω

g(~x,~y)ϕ(~y) dxs dys dzs. (2.3)

The Green’s function for the unbounded three-dimensional space, which fulfils
Eqs. (2.2) and (2.3) is

g(~x,~y) =
e−jk0r4πr

(2.4)

with r = ‖~x − ~y‖ =
√

(x − xs)2 + (y − ys)2 + (z − zs)2 representing the distance
between ~x and ~y. Also, solution (2.4) fulfils Sommerfeld’s radiation condition [30]lim

r→∞
r

(

∂
g(~x,~y)

∂r
− j k0g(~x,~y)

)

= 0, (2.5)

which ensures that Eq. (2.4) represents a sound source and not a sound sink.
Since L is linear and self-adjoint, Green’s second theorem can be applied to

Eqs. (2.1) and (2.2)

∫

Ω

(

L[p(~y)]g(~x,~y) − L[g(~x,~y)]p(~y)

)dxsdys dzs

=

∫

S

(

p(~y)
∂g(~x,~y)

∂~ny

− g(~x,~y)
∂p(~y)

∂~ny

) dSy, (2.6)

where ∂p(~y)/∂ny is the directional derivative of p(~y) in the direction of the
inward pointing normal vector ~ny at the surface interval dSy. The boundary
S has to be piecewise smooth and must enclose the acoustic domain entirely.
Fig. 2.1 illustrates the definition of the S, ~ny and Ω. The boundary S divides
the unbounded three-dimensional space V in two complementary domains, the
exterior domain Ωe and the interior domain Ωi. The acoustic domain Ω in
Eq. (2.6) is either Ωe ∪ S or Ωi ∪ S, i.e. the boundary belongs to the domain of
interest. The choice is done by the definition of the normal direction at S. In the
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~y

~x

Ωi

Ωe

~ny

S

Figure 2.1.: Definition of the domain Ωe and Ωi, the domain boundary S and
the normal vector ~ny for an exterior problem.

context of this work, an inward pointing normal vector is defined as to point into
the acoustic domain. The radiation and scattering problems, which are examined
in this thesis, are exterior problems. Thus, ~ny points into Ωe as shown in Fig. 2.1
and Ω = Ωe ∪ S.

The first volume integral term at the left hand side of Eq. (2.6) represents the
effect of the acoustic sources, which are distributed in Ωe, at the point ~x, i.e. it
represents the incident sound field pinc(~x),

pinc(~x) =

∫

Ω

ϕ(~y)g(~x,~y) dxs dys dzs. (2.7)

where ~y ∈ Ω, but ~x ∈ V. The evaluation of the second volume integral depends
on the location of ~x. Assuming ~x is in Ω, but not at S, the integral yields

∫

Ω

L[g(~x,~y)]p(~y) dxs dys dzs = p(~x), ~x ∈ Ωe. (2.8)

since L[g(~x,~y)] = δ(~x − ~y). Assuming ~x is in Ωi, the integral becomes

∫

Ω

L[g(~x,~y)]p(~y) dxs dys dzs = 0, ~x ∈ Ωi, (2.9)

since L[g(~x,~y)] = 0 everywhere except ~y = ~x and ~x is not included in the inte-
gration domain. If ~x on S, the singularity of δ(~x −~y) is shifted to the integration
boundary and such an integral is not defined. In order to remedy this ambigu-
ity, the point ~x is excluded from Ωe by a tiny volume Ωε of radius ε around ~x.
The surface Sε, which encloses Ωε, becomes an additional part of the domain
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boundary. With that, Eq. (2.6) becomes
∫

Ω\Ωε

L[g(~x,~y)]p(~y) dxs dys dzs = 0
=

∫

S∪Sε

(

p(~y)
∂g(~x,~y)

∂~ny

− g(~x,~y)
∂p(~y)

∂~ny

) dSy + pinc(~x). (2.10)

It can be shown [31, Ch. 2.12], that the limiting process ε → 0 on a smooth
surface yieldslim

ε→0 ∫

Sε

(

p(~y)
∂g(~x,~y)

∂~ny

− g(~x,~y)
∂p(~y)

∂~ny

) dSy = −
12p(~x). (2.11)

If point ~x is located in a non-smooth area of S like a corner, the limiting process
leads to different coefficients of p(~x) due to different solid angles around ~x [20].
Taking the case differentiation with respect to the position of ~x into account and
using the relation of normal velocity and pressure

vn(~x) = −
1jωρ0 ∂p(~x)

∂~nx

, (2.12)

Eq. (2.6) yields the Helmholtz-Integral-Equation (HIE) for exterior problems,
which is the basis for the BEM

C(~x)p(~x) = −

∫

S

(

p(~y)
∂g(~x,~y)

∂~ny

+ jωρ0vng(~x,~y)

)

dSy + pinc(~x) (2.13)

with

C(~x) =






1 ~x in the exterior domain Ωe,12 ~x on the surface S,0 ~x in the interior domain Ωi. (2.14)2.3. Numeri
al implementation
For the numerical approach, the surface S is discretised into N surface elements.
During a collocation process, the point ~xm, m = 1, . . . , N, is placed subsequently
at the centres of the elements returning N equations in the form of Eq. (2.15)
with C(~xm) = 1/2,12p(~xm) =

N∑

j=1 ∫

Sj

(

p(~y)
∂g(~xm,~y)

∂~ny

+ jωρ0vn(~y)g(~xm,~y)

)

dSy

+ pinc(~xm). (2.15)
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In order to evaluate the integral on the surface intervals Sj a planar master el-
ement is introduced, which is fully described by its coordinates ξ1 and ξ2 with
−1 6 ξ1, ξ2 6 1. The real surface element is mapped onto a master element by
linear shape functions Ni(ξ1, ξ2). In [24, Ch. 4] the mapping is described in detail
and shape functions for quadrilateral and triangular elements are listed. When
using isoparametric elements the distribution of the boundary values p and vn on
Sj is described by the same shape functions as the geometry. After substituting
ξ1 and ξ2 into Eq. (2.15), the integration is done along the surface of the master
element and can be rewritten as

∫

Sj

[. . . ]dSy =

1∫
−1 1∫

−1 ∂g
(

~xm,~yj(ξ1, ξ2))
∂~nyj

nj∑

i=1 p
j
iNi(ξ1, ξ2)

︸ ︷︷ ︸
p(~yj(ξ1,ξ2)) Jj dξ1 dξ2

+

1∫
−1 1∫

−1 jωρ0g(~xm,~yj(ξ1, ξ2)) nj∑

i=1 v
j
n,iNi(ξ1, ξ2)

︸ ︷︷ ︸
vn(~yj(ξ1,ξ2)) Jj dξ1 dξ2 (2.16)

nj denotes the number of element vertices, i.e. nj = 3 for triangular, nj = 4 for
quadrilateral elements. p

j
i and v

j
n,i identify the boundary data at the i-th vertex

of the j-th element. The Jacobian determinant Jj accommodates the difference of
the domain dimensions due to the stretching of the original element. Usually, for
ξ1 and ξ2 the roots of Legendre polynomials are chosen and the Gauss-Legendre
quadrature [32, Eq. 25.4.29] is applied to evaluate the integrals in Eq. (2.16).
Thereby, Eq. (2.16) becomes

∫

Sj

[. . . ]dSy =

L∑

k=1 L∑

l=1 wkwl f1 (ξk1 , ξl2) p
(

~yj

(

ξk1 , ξl2))
+ wkwl f2 (ξk1 , ξl2) vn

(

~yj

(

ξk1 , ξl2)) (2.17)

with

f1 =
∂g
(

~xm,~yj(ξ
k1 , ξl2))

∂~nyj

Jj, (2.18)

f2 = jωρ0g (~xm,~yj

(

ξk1 , ξl2)) Jj. (2.19)

L is the total number of Gaussian points ξk and ξl, and w are the associated
weights [32, Tab. 25.4]. The one point integration applied in BemLab is obtained
by choosing L = 1 with ~yj = ~yj(0, 0) as the centre of the j-th element and
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w2Jj = ∆Sj. By an additional use of constant elements, i.e. the boundary data
are constant on the surface of the elements (vj

n,i = vj
n∀i ∈ {1, . . . ,nj}), Eq. (2.16)

reduces to

C(~xm)p(~xm) =

N∑

j=1 (p(~yj)
∂g(~xm,~yj)

∂~nyj

+ jωρ0vn(~yj)g(~xm,~yj)

)

∆Sj + pinc(~xm).
(2.20)

Eq. (2.20) represents a rather rough but very fast evaluation of Eq. (2.15). It
yields very good results as long as the surface discretisation is sufficiently fine,
usually following the six-elements-per-wavelength rule. This approach is applied
throughout the presented work. Considering constant elements, a continuity of
sound pressure and velocity is not required at the interfaces of the elements,
i.e. for one and the same vertex different values of p and vn are allowed, de-
pending on its element affiliation. Comparisons of the performance of constant
(discontinuous) and continuous elements within a BEM formulation have shown,
that constant elements perform more efficiently than continuous ones if the nodal
points ~yj

(

ξk1 , ξl2) are chosen to be the zeros of the Legendre polynomials as done
in Eq. (2.17) [33, 34]. Another clear advantage of using constant elements is
that they are well suited for an adaptive mesh refinement as implemented in
Section 4.4.3. A Gauss-Legendre quadrature, Eq. (2.17), using L > 1 Gaussian
points is applied in Section 4.4 of this thesis to evaluate the surface integrals on
selected elements, which are very close to collocation points xm due to the special
model geometry. In this context an adapted integration technique is utilised with
a further subdivision of Sj into smaller surface intervals Sjk. The Gauss-Legendre
quadrature is then applied to the subintervals Sjk.

During the collocation process, the point xm is placed at the centres of the
surface elements. The choice of L = 1 but also of any other odd number leads
to a singularity of the integrand in Eq. (2.20) or f1, f2 in Eq. (2.17) for m = j.
Considering constant elements, the singularity can be easily resolved as described
in Section 17.3.1 of Paper V, Eq. (17.65).

The resulting matrix equation for p(~x) reads

Cp = Hp + jωρ0Gv + pinc, (2.21)

in which p and v are the pressure and normal velocity at the surface elements.
The matrices H and G contain the kernel functions ∂g(~x,~y)/∂~ny and g(~x,~y) and
C = 1/2 IN with IN as identity matrix.

The final set of equations depends on the boundary conditions. For a well-posed
problem, only half of the boundary values are given as boundary conditions. In
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case of Neumann boundary conditions, the normal velocity vn is prescribed on
the surface S, in case of Dirichlet boundary conditions the pressure p is prescribed
at S. General or Robin boundary conditions are given by equation

αp(~x) + βvn(~x) = ζ, ~x ∈ S. (2.22)

Generally, the type of boundary condition can vary from element to element.
After sorting the unknown and known parts of Eq. (2.21) to the left and right
hand side, respectively, a set of equations of the form

Ax = b (2.23)

is obtained, which solution x provides the unknown boundary values on S. When
both vn and p are known on S, the pressure p(~x) at every point ~x ∈ V is given
by Eqs. (2.17) or (2.20) by a numerical integration along S.

The BEM for exterior problems suffers from non-uniqueness of the problem at
characteristic frequencies. Within the scope of this thesis, the CHIEF method [15]
was implemented into the BemLab code. This procedure is described in detail
in Section 3.4.



Chapter 3BEM for 
al
ulating 
ombustion noise
3.1. Ba
kground3.1.1. Introdu
tion to 
ombustion noise
Noise is a major environmental health problem. In the Green Paper on Future
Noise Policy of the European Commission from 1996 it is stated “that around
20% of the Union’s population or close on 80 million people suffer from noise
levels that scientists and health experts consider to be unacceptable” and “an
additional 170 million citizens are living in so-called ‘grey areas’ where noise
levels are such to cause serious annoyance during daytime” [35]. Studies carried
out in Sweden, Germany and elsewhere revealed that this situation did not change
much in the last years. Fig. 3.1 shows the results of a poll in Germany for
the years from 2000 to 2008 concerning the noise exposure of residents. Road
traffic can be recognized as the main contributor to human noise annoyance. But
also around 30% of the respondents have stated that they are annoyed by air
traffic and industrial noise, revealing even an upward trend concerning industrial
noise [37]. It is obvisious, that there is a strong need for an improved noise
control in these fields. To meet this demand in the area of air traffic, the Advisory
Council for Aeronautics Research in Europe (ACARE) formulated the aim of a
combined noise reduction of 10 dB per aircraft operation as the first goal until
2020, which requires amongst others a low noise powerplant architecture and
improved numerical aeroacoustic simulation [38]. More accurate computation
methods for aircraft noise and industrial noise were also identified as research
needs along with the implementation of the EU directive 2002/49/EC relating to
the assessment and management of environmental noise [39]. Since the noise

15
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Figure 3.1.: Percentage of people annoyed by noise. Results of a poll in Ger-
many [36, 37].

emission of combustion systems (combustion noise) is an integral part of air
traffic and industrial noise, the understanding and control of combustion noise
has become an important research area. The following aspects outline the need
for research:

– The development of modern combustion chambers with reduced pollutant
emissions, in particular oxides of nitrogen, are accompanied by an increase
of noise emission [40, Ch. 7].1

– Industrial flare systems represent a high-level noise source. Flare systems
need a reliable and accurate prognosis model, since they can not be decom-
missioned due to safety reasons once they are put into operation [41].

– In view of the ACARE agenda a substantial reduction of the jet and fan
noise of aircraft can be expected in the future. With the development of
high-bypass turbofan engines, combustion noise will become a more and
more important noise source [42].

The noise emission from combustion systems can be subdivided into the processes:

– Sound generation in the flame zone

– Sound propagation in the ambient inhomogeneous medium

– Sound radiation into the far field

– Interaction with the structure of the combustion chamber
1The increasing interest in combustion noise is also indicated by the fact, that the first edition

of [40] from 1983 did not contain the chapter “Combustion Noise” at all.
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The sound generation mechanisms are split into direct and indirect combustion
noise. The direct combustion noise relates mainly to the unsteady process of
volumetric expansion in the reactive regions, i.e. on the fluctuating heat release
rate. The indirect combustion noise is linked to temperature fluctuations, which
pass through an inhomogeneous region of strong means flow gradients as an ex-
haust or nozzles. A comprehensive review of the state of knowledge regarding
combustion noise can be found in [43].

In the light of the increased significance of combustion noise and as a result
of discussions within the German research network “Leiser Verkehr”, in which a
need of a fundamental research concerning combustion noise was identified, the
German research initiative “Combustion Noise” was founded.3.1.2. Resear
h group �Combustion Noise�
The research group “Combustion Noise” was founded in the year 2002 and was
funded by the German Research Foundation (DFG) until 2008. The aim of the
initiative was the development of techniques for the prediction and minimisation
of combustion noise. The research initiative concentrated on the first three of the
aforementioned elements of the noise emission of combustion systems, concerning
both, direct and indirect combustion noise. One research focus was the flow field
simulation with method from Computational Fluid Dynamics. Key simulation
techniques were the Large Eddy Simulation (LES) and Unsteady Reynolds Av-
eraged Navier-Stokes simulations (URANS) to model the flow field in the flame
zone and provide input data for the acoustical simulation tools. A high resolu-
tion 3D-Direct Numerical Simulation was developed to provide verification data
for the coarser LES and URANS methods. The second research focus laid on
the modelling of the sound propagation in the inhomogeneous region close to the
flame zone and in the homogeneous far field basing on the data of the CFD simu-
lations. The applied methods were the Acoustic Perturbation Equations (APE),
the Boundary Element Method (BEM) and Equivalent Source Method (ESM).
The third research focus were the experimental investigations of the influence
of different burner configurations on the sound radiation as well as the influ-
ence of boundary conditions. New experimental techniques were developed for
the analysis of the local velocity measurements to validate a simplified spectral
model for the fluctuating heat release in the flame zone. The development of an
acoustical near field holography for an direct measurement of acoustic sources in
combustion chambers has been in progress. Another two projects focussed on
the numerical and experimental determination of indirect combustion noise in
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enclosed combustion chambers. The main findings of the ten research projects
of the Combustion Noise initiative are compiled in the joint project report [44].
A collection of scientific papers on recent research results of the projects were
published in a special issue on combustion noise in the journal Acta Acustica
united with Acustica 95(3) in May/June 2009.

The work presented in this thesis is related to the studies of project 4 of the
research group: “Modelling of the sound radiation from flames by means of acous-
tic equivalent sources”. This project dealt with the sound propagation from the
source region into the far field, where the radiated sound power of combustion
systems has an effect on the overall human noise exposure.3.1.2.1. Resear
h proje
t �Modelling of the sound radiation from �ames bymeans of a
ousti
 equivalent sour
es�
The aim of the fourth project was to investigate the application of the equivalent
source method (ESM) to aero- and thermodynamic sound sources. The ESM is a
powerful and established numerical method for the sound radiation of vibrating
solid bodies. On the one hand the project focussed on a correct prediction of the
far field sound radiation and on the other hand on a clarification of the connection
between the acoustic characteristics of the far field (spectral sound power density,
directivity) and physical quantities of the thermodynamical and fluid mechanical
processes in the flame zone. Subtasks were studies relating to the general ap-
plicability of the ESM to thermo- and aerodynamical problems, matching of the
physical measures at a control surface and the design and computational imple-
mentation of the method. Soon after the project start, the Boundary Element
Method (BEM) was also included in the project scope. On the one hand, it
should serve as a reference method from the area of computational acoustics and
on the other hand, the BEM is well suited as an engineering tool. Whereas the
ESM allows a physically motivated choice of the multipole source points accord-
ing to Lighthill’s acoustic analogy, the BEM prescribes a set of monopole and
dipole sources on a control surface enclosing the physical acoustical sources. The
uncertainties of the ESM, i.e. the proper choice of source points and order of
the equivalent multipoles and the high condition number of the resulting matri-
ces are remedied by the stringent specification of a BEM model. Thus, in view
of the development of predictions tools for a wider user range, the BEM is an
appropriate module within a modelling chain for combustion noise.
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Project 4 collaborated with the other projects in different ways. The main
cooperating partners were

Project 1: Institute of Combustion Technology, DLR Stuttgart: “Numerical
URANS simulations of combustion noise”,

Project 2: Institute for Chemical Technology and Engler-Bunte Institute,
Division of Combustion Technology, University of Karlsruhe: “Measurement
and simulation of noise emitted from swirl-burners with different burner exit
geometries”,

Project 3: Institute for Energy and Powerplant Technology, Technical Uni-
versity of Darmstadt: “Modelling of noise sources in combustion processes
via Large-Eddy-Simulation”,

Project 6: Institute of Thermodynamics, Technical University München:
“Influence of boundary conditions on the noise emission of turbulent pre-
mixed swirl flames”,

Project 7: Institute of Aerodynamics, RWTH Aachen University: “Simula-
tion of combustion noise in the near field of premixed and diffusion flames”.

The input data for the acoustical methods ESM and BEM were provided by
the CFD groups, namely project 2 and 3. The acoustic measurement data of
the noise emission of open, non-premixed, turbulent jet flames, determined in
cooperation with project 3, served as validation data for several partners, such as
project 1, 3 and 7 [45, 46]. Project 6 was extensively advised regarding the setup
of an acoustical measurement environment. The position of project 4 within the
research group is illustrated in Fig. 3.2. The arrows indicate the flow of data and
information. Certainly, a scientific exchange took place with all project partners
at the regular meetings and conferences. Project 4 was located at the Technical
University of Dresden, Institut für Akustik und Sprachkommunikation, and the
Beuth Hochschule für Technik Berlin, formerly Technische Fachhochschule Berlin.
While the work of project 4 covered various aspects, the thesis is limited to what
is indicated by the centre line of Fig. 3.2. The focus lays on the coupling of
an incompressible LES with the BEM to determine the far sound field, namely
the radiated sound power level of open, non-premixed, turbulent jet flames. The
numerical results are compared to measurement data.
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Figure 3.2.: Position of project 4 within the research group “Combustion Noise”.3.2. Obje
t of study: turbulent, non-premixed jet�ames
As the title of this section indicates, there are a lot of different flame types.
The basic flame types are distinguished by their premixedness and flow type [47,
Ch. 1.3]. In non-premixed flames fuel and the oxidizer are mixed during the
combustion process itself, i.e. combustion and mixture occur simultaneously. Due
to safety reasons non-premixed flames are mostly used in industrial burners. The
flow field can be laminar or turbulent depending on the characteristic Reynolds
number of the flow field. Non-premixed and turbulent combustion systems can be
found in many practical applications, such as aircraft turbines and diesel engines.
Jet flames are open flames, where the fuel exits from a pipe into the surrounding
air or the laminar co-flow. Fig. 3.3 shows a principal sketch of a jet flame. Jet
flames are not of much practical importance, but they have the advantage of being
the reactive counterpart of non-reactive jets, which were thoroughly investigated
in the past, both numerically and experimentally. This is mainly an issue for
the CFD simulation, which must be able to reliably predict the aerodynamic
and chemical processes in the flame. The cooperation partners at the Institute
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Figure 3.3.: Principal sketch of a non-premixed, turbulent jet flame (from [48,
Fig. 6.1, p. 57]).

for Energy and Powerplant Technology, Technical University Darmstadt, could
provide Large-Eddy-Simulations of H2/N2 jet flames, i.e. the fuel is hydrogen
H2, which is diluted by nitrogen N2. These flames were studied in detail at this
institute for several years [48–52].

The investigated jet flames are named HD and H3. The H3-flame is a bench-
mark flame of the TNF workshop [53]. Parameters of the two flames can be found
in Table 1 of Paper II. The paper also provides a brief description of the LES
approach, snap-shots of the flame front etc. and presents the validation of the
LES results. The fuel of the HD-flame is highly diluted to slow down the chem-
ical reactions. Therefore it is a “hardly” burning flame, but numerically very
stable. The H3-flame is characterised by higher temperatures, density gradients
and expansion rates and, therefore, causes more numerical problems [48, Ch. 6.2].3.3. The hybrid approa
h
Currently, the acoustic far field produced by turbulent flames cannot be de-
termined only by a CFD simulation because the computational cost would be
enormous. Instead, hybrid methods, in which the turbulent reactive flow in the
source region and the acoustic far field are computed separately, are more effec-
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tive and require less computational time and resources. Hybrid methods have
been widely used in the area of aeroacoustics to determine the sound radiation
from non-reacting turbulent flows [54, 55]. There are few publication on hybrid
approaches for the computation of combustion noise. Klein has investigated the
coupling of a steady state CFD combustion calculation with an integral expres-
sion for the governing noise sources [56, 57]. The “Combustion Noise” research
group developed further hybrid approaches. Flemming et al. have combined the
incompressible LES of the H3-flame and other turbulent flames with a wave prop-
agation solver implemented in the CLAWPACK package to obtain the sound field
in the vicinity of the flame zone [46, 52]. The far field is obtained by an extrapola-
tion via a scaling factor. Bui et al. have coupled the same incompressible LES of
the H3-flame with reactive acoustic perturbation equations for the prediction of
the generated sound field [45, 58]. In [59] Zhang et al. have employed Lighthill’s
acoustic analogy to evaluate the acoustic source of the flame of a premixed swirl
burner. The reacting flow field was modelled by a compressible LES.

In this thesis the Boundary Element Method (BEM) is presented as an acoustic
continuation of the source-region simulation, which is performed by an incom-
pressible LES. So far, the BEM has been used a in aeroacoustic hybrid approaches
for aeroacoustic analyses of lifting bodies (wings and rotors) [60, 61], of a circular
cylinder in a cross flow [62] and of noise from engine inlets [63].3.3.1. Coupling of BEM and LES: A dis
ussion
In the present approach, the computational domain is divided into two regions,
the combustion zone, where the Navier-Stokes equations are solved by an in-
compressible LES, and the radiation zone, where the BEM is applied to solve
the homogeneous Helmholtz equation (Fig. 3.4). The homogeneous Helmholtz
equation reads

∇2ϕ −
1
c20 ∂2ϕ

∂t2 = 0 (3.1)

with ϕ as acoustic quantity satisfying the wave equation in the acoustic domain.
The interface between the two regions is named Kirchhoff’s surface [64]. It must
enclose all sound sources and non-linear effects, i.e. the acoustic field can be
assumed as linear outside the Kirchhoff’s surface. This coupling approach was
not indisputable within the research community. The main point of contention
was and is the use the velocity data of an incompressible LES as input data for
the subsequent BEM calculation. A more common concept is the use of a three-
zonal approach for the calculation of combustion noise [65]. The zones are the
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Figure 3.4.: Hybrid approach for a) open flame; b) enclosed flame.

source zone, the propagation zone and the far field. The source zone is governed
by the full Navier-Stokes equations, either compressible or incompressible. The
governing equation of the propagation zone is a convective wave equation over
varying mean flow, which is solved numerically. The source terms of the convec-
tive wave equation are derived from the numerical solutions in the source zone.
Propagation and source zone are required to overlap. The far field is governed
by the homogeneous wave equation and is attached to the propagation zone. A
two-zonal approach, where the source zone is directly coupled to the far field,
is assumed to require the solution of the compressible Navier-Stokes equations,
which should provide the correct acoustic pressure and velocity data at the zonal
interface. This concept bases on the model of three basic modes of fluctuation
within a flow: the vorticity mode, the sound mode and the entropy mode [66, 67].
The vorticity mode, which is linked to an incompressible flow is solenoidal and
decoupled from the sound mode as long as the Mach number of the flow is low. An
incompressible simulation is only able to reproduce the vorticity mode. Therefore,
the acoustic waves, which are produced in the source zone, are not transported
to the Kirchhoff’s surface and a direct coupling of an incompressible LES and
BEM as proposed in this work yields reliable results only by chance. These are
the objections.
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The works of Flemming et al. [46, 52] and Bui et al. [45, 58] follow the three-
zonal approach, but a complete solution for the third zone, the acoustic far field,
could not be achieved. Instead the sound field is evaluated only at individual field
points in the propagation zone. An overall measure as the radiated sound power
of the turbulent flames is not available. Concerning the two-zonal approach,
there have been only few numerical studies done on the sound generation from
open turbulent flames, which bases on a compressible CFD simulation. Zhang et
al. [59] has extracted noise sources of a swirl flame following Lighthill’s acoustic
analogy out of a compressible LES. Zhao et al. used a compressible direct nu-
merical simulation (DNS) for the prediction of the acoustic far field dilatation.
Measurable acoustic quantities as sound pressure or intensity are not obtained. A
complete two-zonal approach, which provides a reliable prediction of the acoustic
far field, has not been published yet. This is mainly due to the high computa-
tional effort of a compressible simulation, the difficulty to realise non-reflecting
boundary conditions [68] and that most compressible methods become inefficient
at low Mach numbers [69, Ch. 10.1].

The approach in this thesis follows a modified two-zonal concept, namely the
direct coupling of an incompressible simulation of the source zone and an acoustic
far field method. Commonly, an incompressible flow is considered to be charac-
terised by a constant density. The equation for the conservation of mass reads

∂ρ

∂t
+ div (ρ~v) = 0 (3.2)

or in another form after expanding the divergence term1
ρ

Dρ

Dt
+ div~v = 0. (3.3)

D/Dt denotes the substantial derivative with respect to the time t, Dρ/Dt =

∂ρ/∂t + ~v · ∇ρ. Assuming ρ = const leads to a simplified form of Eq. (3.3),
namely div~v = 0. The resulting velocity field is divergence-free and does not
contain any source of sound. However, the simplification ρ = const can not
be applied for reactive or mixing flows. But it is not a necessary condition for
incompressibility. More generally speaking, a fluid is incompressible “when the
density of an element of the fluid is not affected by changes in the pressure” [70,
Ch. 2.2], i.e. ∂ρ/∂p = 0. This is exactly the low-Mach-number approach of
the incompressible LES for the turbulent jet flames. The missing equation of
state, which would define the coupling of pressure and density, is replaced by
a pressure correction. The pressure correction is an iterative process in which
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a pressure parameter is adapted in such a way, that the resulting momentum
ρ~v fulfils Eq. (3.2) [48, Ch. 5.4]. Though a coupling of pressure and density is
neglected, the conservation of mass, Eq. (3.2), remains one of the governing equa-
tions for the applied LES [48, Ch. 2.1.1]. Thus, the resulting velocity field has
non-zero divergence, i.e. div~v 6= 0. According to [67] such a velocity field is due
to mass sources in an incompressible flow and part of the sound mode. Fluctu-
ating mass (or volume) sources are known as one of the basic sound-generating
mechanisms [71, Ch. 3.6.1]. Unlike the not transported pressure waves, the ve-
locity field with non-zero divergence does exist at the Kirchhoff’s surface, which
encloses the source zone. It represents the sound sources due to the combustion
processes inside the source zone. The pressure as a pure correction parameter
is not suited as coupling variable for an acoustic continuation of the flame zone.
But the BEM requires only one acoustic parameter as boundary condition at the
Kirchhoff’s surface. The correct pressure is obtained by solving the Helmholtz
equation at the boundary, i.e. the Kirchhoff’s surface.

This argumentation is supported by the works of Strahle [72, 73], who identified
violent density fluctuations inside the combustion region as sound generation
mechanism

ρ(r, t) =
14πc20r ∂2

∂t2 ∫

V

ρT

(

~r0, t −
r

c0) dV(~r0). (3.4)

ρT are density fluctuation due to turbulent fluctuations and not due to the acous-
tic field. In [73] he showed the correspondence between Eq. (3.4) and an expres-
sion for the far field density fluctuations as surface integral over the velocity
fluctuation along a control surface A, which encloses the combustion zone,

ρ(r, t) =
ρ14πc0r ∂

∂t

∫

S1 vn,T dS(~r0), (3.5)

where ρ1 is the mean density in the region of burnt gas. He states, that “only
velocity fluctuations (produced by strong interior density fluctuations) on the
outer flame surface are responsible for significant sound output” [73]. In [74,
Sec. 4] on the Theory for simple premixed turbulent jet flames radiating to a
free field this finding is corroborated by the statement: “the flame induces noise
by causing a fluctuation in the outward normal component of the velocity on A”
(A is equal to S1 in Eq. 3.5). Strahle’s formulas were later slightly corrected by
multiplying ρ0/ρ1 to ensure, that all acoustic sources are included [75, Ch. 13.2].
This corresponds to locating the enclosing control surface S1 in a region, where
the fluid density equals the density of the ambient medium ρ0.
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The direct coupling of the incompressible LES and the BEM transcribes these
conclusions into a numerical scheme, which is able to obtain the pressure field
induced by the dilatation fluctuations at the control surface enclosing the com-
bustion zone. The control surface (Kirchhoff’s surface) must be located in the
ρ0-region and the Helmholtz equation must be valid outside the control surface.3.3.2. Lo
ation of the Kir
hho�'s surfa
e
The Kirchhoff’s surface, the interface between the source region and the acoustic
domain, has to be located in a homogeneous medium, where the temperature
and density equal those of the environment to fulfil the homogeneous Helmholtz
equation and to include all acoustic sources as it was discussed in the previous
section. Several cylindrical Kirchhoff’s surfaces were extracted from the given
LES meshes, which vary in the radius of the lateral surface. This procedures is
described in Section 4.1 of Paper IV. In Table II of the same paper the char-
acteristics of the Kirchhoff’s surface can be found. The first cylindrical control
surface has the smallest radius, the tenth surface has the largest radius. Fig. 3.5
and Fig. 3.6 show the density and temperature distribution of the first, fifth and
tenth Kirchhoff’s surface around the HD- and H3-flame, respectively.

While the density as well as the temperature at the lateral surfaces of the
smaller cylinders differ from those of the ambient medium (ρ0 = 1.21 kg/m3 and
T0 = 300 K), the lateral surfaces of the largest cylinders are located in the ambi-
ent, homogeneous medium. But the outflow caps intersect with the propagating
flow, hence, they are still affected by the density and temperature fluctuations
due to the combustion processes inside the control surface. The requirement of
placing the Kirchhoff’s surface in the homogeneous medium around the source
region is violated at the outflow caps, which will disturb the calculation of the
correct sound field outside the Kirchhoff’s surface. However, regarding the dif-
ferent Kirchhoff’s surfaces, the one with the largest radius best suits the location
requirement, because at least its lateral surface is completely located in the ho-
mogeneous radiation zone.

In Section 6.2 of Paper IV the outflow area of the Kirchhoff’s surfaces is identi-
fied as the main error source for the determination of the overall radiated sound
power of the HD- and H3-flame (Fig. 15 of Paper IV). Its erroneous contribution
to the sound field outside the Kirchhoff’s surface might be caused, among other
reasons, by the differing density and temperature distributions at this part of the
control surfaces.
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Figure 3.5.: Instantaneous density (ρ) and temperature distribution (T) at the
first, fifth and tenth cylindrical control surfaces around the HD-flame.3.3.3. Determination of an average sound power spe
trum

The experimental determination of the sound power spectra of the flames bases
on the measurement of the average sound intensity spectra on a control surface
Sm, which encloses the burning flames.2 The sound power PW is then given by

2The measurements are described in detail in Section 5 of Paper IV.
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Figure 3.6.: Instantaneous density (ρ) and temperature distribution(T) at the
first, fifth and tenth cylindrical control surfaces around the H3-flame.

the integral over the normal sound intensity along the control surface S,

PW =

∫

S

In dS. (3.6)

The sound intensity spectra at the measurement points were obtained by an av-
eraging of the measured spectra during 5 seconds. Concerning the numerical
simulations, the time series of the velocity at the Kirchhoff’s surface around the
HD- and H3-flame, which were calculated by the LES, have a length of 0.17 s and
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0.26 s, respectively. Using the complete time series as input data for the BEM
calculation without any averaging leads to noisy sound power spectra. Fig. 3.7
exemplarily shows a non-averaged sound power spectra of the HD-flame. Obvi-
ously the numerical simulations also require an averaging process to reduce the
spectral variance of the resulting power spectra.
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Figure 3.7.: Measured and simulated sound power spectrum of the HD-flame.
The simulation results were obtained without any averaging.

The time-averaged sound intensity in stationary sound fields is defined as [76,
p. 24 ff] ~In = 〈~p(t)~vn(t)〉 = lim

T→∞

1
T

T∫0 ~p(t)~vn(t) dt, (3.7)

By expressing Eq. (3.7) as cross-correlation function and using definitions of prob-
ability theory relating to stationary random signals, the corresponding function
in the frequency domain can be derived as cross-spectral density 3 [77, Ch. 18.10]

In(ω) = lim
T→∞

1
T

p(ω)vn(ω) (3.8)

Eq. (3.8) denotes the intensity spectral density. The expected value considering
N independent measurement sequences is similarly given in the time and in the
frequency domain by~In = lim

N→∞

1
N

N∑

i=1 lim
T i→∞

1
T i

∫T i0 ~p i(t)~v i
n(t) dt, (3.9)

In = lim
N→∞

1
N

N∑

i=1 lim
T i→∞

1
T i

p i(ω)v i
n(ω). (3.10)

3The derivation can be found in Appendix B.
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The probability of each occurrence ~Ii
n and Ii

n is p(~Ii
n) = p(Ii

n) = 1∀i. Eq. (3.10)
shows that the mean intensity spectral density has to be determined by an av-
eraging of the N individual intensity spectra I i

n(ω), not by an averaging of the
input velocity spectra. For this reason, the time series of the velocity data at
the Kirchhoff’s surface S were split into equidistant sequences and the spectral
data of the normal velocity v i

n(ω) of each sequence served as input data for a
full BEM simulation to obtain the corresponding pressure distribution pi(ω) on
S and with that the intensity spectra I i

n of the ith sequence. This procedure is
described in Section 4.2 of Paper IV.

The matrix equations of a direct BEM calculation, Eqs. (2.21) and (2.23),
show that the spectral velocity data of each sequence contribute to the vector b

in Eq. (2.23). Normally, the matrices H and G are not formed during a BEM
calculation for memory reasons. In this case, for each of the N sequences the
vector b = jωρ0Gv has to be separately determined at each frequency step.
Therefore, the calculation of an average frequency response of the radiated sound
power requires much time.

In the following the use of mean transfer functions as input data for the BEM
calculation will be investigated as alternative to the procedure, that were applied
in Paper IV.3.3.3.1. Use of mean transfer fun
tions v̂n as input data for a BEM
al
ulationBa
kground The normal velocity vn,j at the M elements of the BEM mesh can
be represented as transfer function with respect to a reference velocity vn,m with1 6 j,m 6 M. The reference element m is arbitrary, but not varying. With
the use of these transfer functions v̂n,j as input data in a BEM calculation the
corresponding transfer function p̂j are obtained at the surface mesh. In a linear,
time-invariant system the transfer functions do not change with time. Hence, it
should be sufficient, to determine v̂n,j and p̂j by one BEM calculation along with
the mean of the square modulus of the reference velocity |vn,m|2 to obtain the
average intensity and sound power spectra. In this section, it will be investigated,
if this procedure can be applied to the open flames to reduce the computational
effort for the determination of the average spectra.

According to Eq. (3.8), the intensity spectrum on the jth element is given by

In,j = lim
T→∞

1
T

pjv
∗

n,j. (3.11)
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Figure 3.8.: Generic boundary value problem. The sur-
face of the structure is divided into M boundary ele-
ments. The normal velocity and the pressure at one jth
element are denoted by vn,j and pj with 1 < j < M.

vnj
,pj

In Eq. (3.11) and the following formulas, the dependence on ω is omitted. Fur-
thermore, the expression intensity spectral density is abbreviated as intensity
spectrum. The pressure pj at the jth surface element is determined by the pre-
scribed velocity distribution at the Kirchhoff’s surface

pj =

M∑

k=1 Hkjvn,k. (3.12)

The transfer functions Hkj result from the BEM calculation and are not known a
priori. Substituting vn,j in Eqs. (3.11) and (3.12) by the transfer functions v̂n,j

v̂n,j =
vn,j
vn,m =

vn,jv∗n,m
|vn,m|2 (3.13)

yields the following expression for the intensity spectrum on the element j

In,j = lim
T→∞

1
T

|vn,m|2 v̂∗n,j M∑

k=1 Hkjv̂n,k. (3.14)

According to Eq. (3.10) the mean intensity spectrum is determined by

In,j = lim
N→∞

1
N

N∑

i=1 ( lim
T i→∞

1
T i

|vi
n,m|2 v̂i∗

n,j M∑

k=1 Hkjv̂
i
n,k) . (3.15)

As long as system is linear the transfer function v̂n,j and the absolute value of
the reference velocity |vn,m|2 are stochastically independent variables. Hence,
the mean or expected value of their product equals the product of the expected
values of the individual variables [78, Theorem (4.7)]. Applying this product rule
to Eq. (3.15) yields

In,j = lim
T→∞

1
T

|vn,m|2 v̂∗n,j M∑

k=1 Hkjv̂n,k . (3.16)
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Eq. (3.16) represents the possibility to determine the average intensity spectrum
by using the mean transfer functions v̂n,j as input data for the BEM calculation
and the mean square modulus of the reference velocity |vn,m|2 as amplitude factor
as long as the considered problem is linear. The N time intervals are assumed to
have the same length, i.e. T i = T ∀i.Example In this paragraph Eq. (3.16) is tested with measurement data. The two
pressure signals of an intensity probe, recorded during intensity measurements on
a jet flame, serve as example data. Fig. 3.9 shows the spectral coherence γp1p2 of
the two pressure signals, which is given by

γp1p2 =
Gp1p2G∗

p1p2
Gp1p1Gp2p2 . (3.17)

where Gpipj
denotes the one-sided cross-spectra of the two pressure spectra pi

and pj with 1 6 i, j 6 2. The spectral coherence is close to 1 up to 1 kHz, but
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Figure 3.9.: Coherence γp1p2 of the two pressure signals p1 and p2 of an intensity
probe.

above 1 kHz the linear dependence of the pressure signal decreases. The one-sided
real intensity spectrum in direction of the probe is given by

Ir = −
ℑ {Gp1p2}

ωρ0r = −
ℑ {p1p∗2}
ωρ0r . (3.18)

The parameter r denotes the distance of the two microphones. The average
intensity spectrum is given by

Ir = −
1

ωρ0rℑ
{
p1p∗2} = −

1
ωρ0rℑ

{
p1
p2 |p2|2} . (3.19)

Again, the ratio p1/p2 as well as the square modulus |p2|2 are stochastically
independent. Therefore, the mean operator is multiplicative, and the average
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intensity spectrum can be obtained by an separate averaging of the variables,

Ir = −
ℑ{p1/p2}

ωρ0r |p2|2. (3.20)

In Fig. 3.10 the average intensity spectra according to Eqs. (3.19) and (3.20) are
shown basing on different numbers of averaging steps N. As shown in the lower
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Figure 3.10.: Average intensity spectra according to Eqs. (3.19) and (3.20). Up-
per plot: Average over N = 7 spectra, lower plot: Average over N = 700
spectra.

plot of Fig. 3.10, both equations lead to the same average intensity spectrum pro-
vided that the number of averages is sufficient. Especially, in the frequency range
of low coherence of the two pressure signals, more than 7 averages are required to
minimize the spectral variance of the intensity spectrum. This example validates
the separate averaging of the transfer functions and the amplitude spectra and
therewith it confirms Eq. (3.20) as well as its equivalent Eq. (3.16).Appli
ation to the H3-�ame As discussed in the previous paragraphs, an av-
erage intensity spectrum can be obtained by an averaging of the individual in-
tensity spectra relating to the different time data sequences, Eq. (3.8), as well as
by the use of mean transfer functions v̂n,j as input data of the BEM calculation,
Eq. (3.16). The advantage of the latter procedure is that the averaging is made
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before the BEM calculation and only one BEM frequency run is necessary to get
the averaged spectra. Fig. 3.11 shows both approaches for the calculation of the
average sound power spectrum of the H3-flame. The sound power spectra were
calculated from the first, fifth and tenth Kirchhoff’s surface4. Clearly, in case of
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Figure 3.11.: Calculated average sound power spectra of the H3-flame according
to Eqs. (3.8) and (3.16) on the basis of different Kirchhoff’s surface around the
flame. Upper plot: first and smallest Kirchhoff’s surface Z1, middle plot: fifth
Kirchhoff’s surface Z5, lower plot: tenth and largest Kirchhoff’s surface Z10.

the first and fifth Kirchhoff’s surface, the both approaches do not lead to the same
average sound power spectra. The spectra, which are obtained from the mean
transfer functions, show a high spectral variance and differ from the average spec-
tra, which are based on the averaging of the individual sound power spectra Pi

W

of each data sequence. However, regarding the tenth Kirchhoff’s surface, which

4See Section 4.1 of Paper IV for a characterisation of the different Kirchhoff’s surfaces around
the H3-flame.
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is the largest one around the H3-flame, the two spectra deviate only slightly in
the lower frequency range, and the overall agreement of the two approaches is
very high. This result allows two conclusions. First, Eq. (3.16) is correct and
allows a time-saving alternative averaging procedure by the use of mean trans-
fer functions provided that the system is linear and the transfer functions and
the reference spectra are stochastically independent. Second, these requirements
are fulfilled at the tenth Kirchhoff’s surface, i.e. the largest Kirchhoff’s surface
is located in the linear propagation region. Probably, the velocity data at the
smaller Kirchhoff’s surfaces are disturbed by inhomogeneities of the flow. This
assumption corresponds to the findings in Section 3.3.2, where strong deviations
from the ambient density and temperature were detected at the smaller control
surfaces.

The coherence of the velocity data depends strongly on location of the consid-
ered test element with respect to the reference element. The coherence of the
velocity data of close elements is very high, the data of remote elements show
only a low coherence. The results in Fig. 3.11 are obtained by choosing the refer-
ence element on the lateral surface of the Kirchhoff’s surfaces close to the outflow
cap, see Fig. 3.12(a). In Fig. 3.12(b) the coherence between the velocity data of
several test elements and the reference element at the tenth Kirchhoff’s surface
(Z10) can be found. The elements B and C are close to the reference element and
their velocity data are highly coherent with the reference data, though element C
lies at the outflow cap. Elements A, D and E are more remote to the reference
element and their velocity data show a lower coherence. Element E is located
opposite to the reference element at the lateral surface. In view of the varying
signal coherence along the surface, a high number of averages would be advan-
tageous. Unfortunately the signal lengths of the velocity data, calculated by the
LES were not very long, therefore the number of averages was limited to 7 in
this example. It can be assumed that a higher number of averages would further
smooth the frequency response of the sound power spectrum, which are obtained
by mean transfer functions.Summary The averaging of the sound power spectra to decrease the spectral
variance is a necessary, but also time-consuming procedure. The use of mean
transfer functions v̂n,j as input data for the BEM calculation is a time-saving
alternative. It requires linearity of the considered problem and the stochastic in-
dependence of the instantaneous transfer functions v̂i

n,j and the amplitude spec-
trum |vi

n,m|2 of the reference signal. The lower the signal coherence, the higher
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Figure 3.12.: Coherence between the velocity data at several surface elements
and the reference element on the tenth Kirchhoff’s surface (Z10) around the
H3-flame.

the number of averages, which are needed to obtain a smooth intensity or power
spectra. In the preceding section, the theoretical background of the alternative
approach was investigated along with a validation of the derived formula by mea-
surement data. The application of the alternative approach to the combustion
noise problem shows that the resulting sound power spectra are very sensitive to
the location of the Kirchhoff’s surface. For the largest Kirchhoff’s surface around
the H3-flame a very high agreement to the classical averaging of the sound power
spectra could be achieved. In this case, the use of mean transfer functions is the
highly preferred averaging procedure because of the enormous reduction of the
computational costs.3.3.4. Downsampling of the surfa
e data
The LES grids were coarsened in axial and radial directions to form the BEM
meshes of the Kirchhoff’s surfaces around the flames as it is described in Sec-
tion 4.1 of Paper IV. This mesh coarsening comes along with a downsampling of
the given LES-Data. Since axial and radial resolutions were different, the grid
in axial and radial directions had to be treated separately. The velocity data
at the coarsened grid nodes can be sampled pointwise out of the finer mesh (in
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case the grid nodes of both meshes coincide) or can be sampled in conjunction
with a convolution with a spatial filter. The simplest filter is a rectangle filter,
which results in the so called simple moving average. Both sampling techniques
were applied to the HD-flame. A major or minor aliasing effect for the pointwise
sampling is expected depending on the smoothness of the original normal velocity
curve [79, Ch. 4]. The filtering with a the rectangle window function along the
coarsened grid coordinates represents a low-pass filtering of the original signal
and should provide a smaller aliasing effect in the wavenumber spectrum. The
wavenumber spectrum Vn(kx) results from the Fourier transform from the spatial
to the wavenumber domain, which is defined as

Vn(kx) =
1
L

L∫0 vn(x)e− jkxxdx, (3.21)

where L is the length of the cylinder. Fig. 3.13 shows the normal velocity along the
axial direction x at φ = 0◦ of the lateral surface of the tenth Kirchhoff’s surface
of the original and coarsened mesh.5 It can be seen that the velocity distribution

Figure 3.13.: Instantaneous
velocity distribution in axial
direction x at t = 0.081s for
the axial line of the tenth
cylinder at φ = 0◦, upper
plot: spatial distribution,
lower plot: wavenumber
spectrum.
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is quite smooth, the pointwise extracted data as well as the filtered data (moving
average) follow the curve of the given data. Nevertheless, in the wavenumber
spectrum an aliasing effect can be observed in the higher wavenumber range for
the pointwise sampling. The wavenumber spectrum of the coarsened mesh is
limited to k/k0 = 10, (k0 = 2π/L) due to the downsampling. Fig. 3.14 shows the

5See Fig. A.1 at page 107 for the coordinates of the cylindrical Kirchhoff’s surfaces.
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velocity and its spectrum for the same line at a later time step. The spatial veloc-
ity distribution appears again to be smooth enough to be well represented by the
pointwise extraction as well as by the averaged data. Here, a wavenumber spec-
trum is obtained, which does not show an aliasing effect regarding both the sam-
pling methods. The aliasing effect due to a pointwise sampling depends strongly
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Figure 3.14.: Instantaneous
velocity distribution in axial
direction x at t = 0.245s
for axial line the axial line
of the tenth cylinder at
φ = 0◦, upper plot: spatial
distribution, lower plot:
wavenumber spectrum.

on the velocity curve of the originally given data. From Figs. 3.13 and 3.14 can be
concluded that the pointwise extraction does not necessarily lead to an aliasing
effect. Fig. 3.15 shows the normal velocity distribution along a radial line at the
outflow cap. Here, the averaging smooths the original curve, which shows some
short wave fluctuations. A direct transform in the wavenumber domain is not
possible for the velocity distribution in radial direction, because the mesh is not
equidistant in this direction. An increase of the amplitudes of the wavenumber
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Figure 3.15.: Instantaneous
velocity distribution in ra-
dial direction r at t = 0.081s
for the radial line at φ = 0◦.

spectra Vn(k) as seen in Fig. 3.13 can lead to an increased of the radiated sound
power. But it is difficult to estimate the general effect on the acoustic radiation
because the spatial spectra vary for every time step and every axial node line.
A comparison of the sound power based on both sampling techniques is shown
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in Fig. 3.16, which presents the radiated sound power of the HD-flame, calcu-
lated from the tenth Kirchhoff’s surface. Only a slight difference in the sound
power spectra due to the different sampling methods can be observed in the lower
frequency range.

Figure 3.16.: Radiated
sound power of the HD-
flame based on a pointwise
and a filtered data sampling.
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As discussed in Paper IV, the outflow cap of the Kirchhoff’s surface mainly
determines the amount of radiated sound power. To study the effect of the
downsampling at the outflow cap, a BEM calculation with a surface model keeping
the original LES mesh at the outflow area but with a coarsened lateral surface was
performed. Fig. 3.17 shows the resulting sound power level of the HD-flame using
the fine and the coarsened mesh at the outflow area, respectively. The data at the
coarsened mesh were sampled using a moving average filter function. According

Figure 3.17.: Radiated
sound power of the HD-
flame, calculated with a
coarsened and the original
fine mesh of the outflow
area of the Kirchhoff’s
surface, respectively.
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to Fig. 3.17, the radiated sound power is significantly overestimated by using a
coarsened mesh of the outflow cap. The effect of the mesh coarsening at the
outflow cap is even more obvious, if only the radiated sound power of the outflow
cap is considered. Fig. 3.18 shows the sound power, which is radiated only by
the outflow cap in case of a coarsened mesh and in case of the original fine LES
mesh.6 The curves deviate by more than 10 dB. As the results show, the computed

6To obtain the radiated sound power of the outflow cap the integration domain S in Eq. (3.6) is
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Figure 3.18.: Radiated
sound power of the outflow
cap of HD-flame, calcu-
lated with a coarsened
and the original fine mesh,
respectively.

radiated sound depends strongly on the used mesh. The sensitivity of the acoustic
solutions to the use of fine or coarse grids within a hybrid approach has been
also reported by one of our research partners in [80]. The length of coherent
structures in fluid dynamics is small compared to the acoustic wavelengths and
most of them may not radiate, but to obtain an accurate sound field they need
to be well described or filtered out. Otherwise the sound radiation is incorrectly
predicted by the hybrid method. The application of the simple moving average
does not effectively suppress the occurring aliasing effects. Further research work
should be devoted to more elaborated filtering techniques.3.3.5. Input data 
orre
tion
The need for a correction of the input data for the BEM calculations occurs at
two instances regarding the coupling of the LES and the BEM. First, the artificial
turbulence, which is prescribed at the rotational axis of the LES model to invoke
turbulence in the low Mach number flow, disturbs the acoustic calculation. This
error source can be remedied by setting the velocity at the inflow disc of the
cylindrical Kirchhoff’s surface to zero. This topic is discussed in Paper I. Second,
the velocity distribution at the outflow area of the Kirchhoff’s surface represents
a significant error source as it is shown in Paper III and Paper IV. Whereas the
acoustic intensity in the region of the lateral surface of the cylindrical Kirchhoff’s
surfaces can be modelled with high accuracy compared to the measured data, the
calculated intensity near the outflow area strongly deviates from the measured
values (Fig. 9 of Paper III and Fig. 15 of Paper IV). The disturbances, which
emanates from the outflow area, are caused by temperature and density distri-
butions, which differ from those of the ambient medium as it is was discussed in
Section 3.3.2, or by hydrodynamic velocity fluctuations, which are misinterpreted

limited to the surface of the outflow cap.



3.3. The hybrid approach 41

as acoustic boundary conditions. The theme of this section is the correction of the
velocity data at the outflow area of the Kirchhoff’s surfaces. Two approaches are
considered, the principal component analysis (PCA) and a splitting technique
based on the Helmholtz theorem. The PCA is studied in detail, the splitting
technique is merely outlined.3.3.5.1. Prin
ipal 
omponent analysisTheoreti
al ba
kground The Principal Component Analysis (PCA) was first
introduced by K. Pearson in 1901 [81]. It is a multivariate data analysis technique,
which “is concerned with explaining the variance-covariance structure though a
few linear combinations of the original variables” [82, p. 340]. The PCA is a well
established evaluation process in economics, psychology, natural sciences and over
the years it has also found its way into acoustics. It has been used for acoustic
signal identification and interpretation [83, 84] as well as for data reduction with
respect to transfer function matrices [85–87].

From the mathematical point of view the PCA represents an eigenvalue problem
and it is strongly related to the singular value decomposition or the principal axis
transformation. The centred data matrix X is decomposed into a matrix product
TPt, where P comprises a set of principal components and T comprises scores or
weights associated with each of the principal components,

X = TPt + E. (3.22)

Fig. 3.19 illustrates this decomposition. If the number of principal components
is chosen as A = N, the residue matrix E vanishes. The data matrix X comprises

X

k

j

N

M

= T

A

M

Pt

N

A
+ E

N

M

Figure 3.19.: Graphical depiction of the PCA of a matrix X.
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the centred variables xjk of the N columns,

xjk = xjk −
1
M

M∑

j=1 xjk. (3.23)

where xjk are the original data. The principal components are defined as orthog-
onal eigenvectors of the covariance matrix C

C =
1
M

XX
t, (3.24)

i.e. they diagonalise C

PtCP = S. (3.25)

S is a diagonal matrix, S = diag(λ1, λ2, . . . , λN), where the eigenvalues λk are
ordered by size, i.e. λ1 > λ2 > · · · > λN. The score matrix T is set up by the
transformed data matrix

T = XP. (3.26)

The total variance in the data set X is the sum of all eigenvalues λk, each principal
component explains a relative variance σ2

k of the data set with σ2
k = λk/

∑N

k=1 λk.
The general assumption of the PCA is that a large variance corresponds to an
important structure in the data. Hence, principal components with larger asso-
ciated variances represent an interesting structure of the given data set, while
those with lower variances represent noise [88].PCA within the 
ombustion noise proje
t The main purpose of the PCA is to
describe the data set X by a subset of principal components A < N with a low
reconstruction error. It can be used for data reduction and classification of data,
but the reconstruction modus offers also the possibility to discriminate patterns
in X, which are highly correlated. As it is mentioned in [84] “Principal component
analysis (PCA) detects collinearity between signals. It is often the case that there
are just a few types of underlying behaviour [. . . ].” Concerning combustion noise
of open flames a monopole source characteristic is mostly identified as underlying
acoustic behaviour [74, Sec. 4], which is also supported by the present measure-
ment analysis of the investigated flames in Section 3.2 of Paper III. Assuming a
monopole source characteristic as underlying behaviour of the velocity distribu-
tion vn(~x, t) on the control surfaces, the coherent signal component of vn(~x, t)
should be detectable by applying a PCA to vn(~x, t). The purely hydrodynamic
velocity fluctuations, which are assumed to dominate vn(~x, t) on the outflow cap
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of the control surfaces, can be considered as uncorrelated. Thus, the correlated
signal portions should be separable from the uncorrelated disturbances by a PCA.
The use of the separated coherent signal component as input data of the BEM
calculation should lead to a higher agreement of measured and simulated sound
power level of the investigated flames.Test example The test example is the velocity distribution at the surface of a
vibrating sphere. The velocity distribution at the sphere’s surface is prescribed
by a virtual monopole, dipole and quadrupole source with the same amplitude at
the sphere’s centre. The sources are driven at slightly different frequencies. The
time signal of the velocity at the N = 294 nodes of the sphere is sampled at M =300 time steps. Furthermore a random noise signal with about twofold amplitude
with respect to the harmonic signals is added. After applying the PCA process to
the data matrix vj,k

n 294 principal components are obtained. The relative variance
corresponding to the first principal components are plotted in Fig. 3.20. Fig. 3.20
represents a “scree plot” [89, Ch.8], a proposed graphical method to determine
the significant components. The first three principal components can be clearly
recognised as significant components due to their superior large values σ2

k. They
explain about 42% of the total variance in the data. Fig. 3.21 illustrates the

Figure 3.20.: Eigenvalue
spectrum in a relative
variance plot. The first
three principal components
account for 42% of the
variance.
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ability of the PCA to filter out the coherent structure of vj,k
n . In Fig. 3.21 the

original noisy signal vj,k
n , the harmonic signal component of the original signal and

the reconstructed signal at one specific node of the sphere are plotted (1 6 j 6 M,
k = 6). The reconstructed signal is obtained by using only the first three principal
components.

In addition, the first three principal components directly correspond to the
three different harmonic signal components of vj,k

n , which is illustrated in Fig. 3.22.
The left side shows the velocity distribution on the sphere’s surface, which cor-
responds to the three virtual sources at the sphere’s centre. At right side the
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Figure 3.21.: Normal veloc-
ity vj,k

n at the kth node of
the sphere (k = 6).

recovered velocity distributions with respect to only one of the principal com-
ponents are presented. The association of the principal components with one
of orthogonal vibrations of the sphere can be clearly detected, even though the
reconstruction of the signal components is not free from defects.

In general, a strong dependence of the performance of the PCA on the noise
level of the input data can be observed. In case, the added noise signal is highly
increased in amplitude, the harmonic signal components can not be separated
from the noise by the PCA. The distribution of eigenvalues λk and correspond-
ing relative variances σ2

k of the covariance matrix of a purely random sample
matrix has been studied by various authors, for instance [90, pp.79-81], [91, 92].
Assuming X is a large M × N-matrix with M → ∞, N → ∞, of independent,
normally distributed random variables xj,k ∼ N (0, 1), the limiting probability
density function of the eigenvalues of the coherence matrix C is given by

g(λ) =






c2πλ

√

(λ − a)(b − λ) , a 6 λ 6 b0 , else

(3.27)

with a =
(1 −

√1/c
)2

, b =
(1 +

√1/c
)2

and c = M/N, which is called the

Marchenko-Pastur law. The distribution function G(λ) is obtained by integration,

G(λ) =

∫λ

−∞

g(λ) dλ. (3.28)

If the random variables are stochastically distributed as in the test example, it
seems sufficient to weight g(λ), a and b with the standard deviation σ of the
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sample signal to get a good approximation of G(λ). According to Eq. (3.27)
the eigenvalues are spread within the limits a and b, i.e. the largest eigenvalue
approaches b and the smallest approaches a. Using Eqs. (3.27) and (3.28) the
N eigenvalues of C can be approximately predicted. Fig. 3.23 shows the relative
variance spectra of the test data, which are superimposed with a random noise
signal, in comparison with the relative variance spectra of a purely random data
set. The left plot shows the same spectrum as Fig. 3.20, but here all eigenvalues
are plotted. Again, the first three principal components can be identified by their
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Figure 3.23.: Relative variance spectrum σ2
k of the test example data (black

circles), superimposed with a low level noise signal and a high level noise signal,
respectively. σ2

k of the test data set is compared to σ2
k of the a purely random

sample data set (gray dots).

high relative variances σ2
k. The test data set, which was analysed in the right

plot, was superimposed with a random data set of a ten times higher level than in
the left plot. As it can be seen, the correlated signal within the test data can not
be separated by the PCA. The relative variances associated with the test data
set are roughly the same as those associated with a purely random data set.Appli
ation of the PCA to the LES �ame data Regarding the H3- and HD-
flame, the PCA was applied to the LES velocity data on the largest Kirchhoff’s
surface. The dimensions of the data matrix X are 2619× 1088 for the H3-flame
and 1717× 1024 for the HD-flame, comprising the normal velocity at the centres
of the elements of the control surfaces at 1717 and 2619 time steps, respectively.
Fig. 3.24 shows the relative variances associated to the first principal components
of the velocity data of the H3- and HD-flame. The first two or three principal
components accounts for about 42% and 53% of the total variance in the data,
respectively. The relative variances decline steeply towards higher principal com-
ponents, the first 20 principal components explain more than 90% of the total
variance. Fig. 3.25 shows the complete eigenvalue spectra of the velocity data.
Again, it can be clearly recognised, that the major part of the data variance is
concentrated in the first principal components. A comparison of Fig. 3.25 with
Fig. 3.23 reveals the similarity of the eigenvalue spectra of the flames to that of
the low-noise-disturbed test data. However, the comparison is somewhat incon-
clusive, since the standard deviation σ of the velocity data varies strongly along
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Figure 3.24.: Relative variance plot of the first 20 principal components of the
H3-flame and the HD-flame.

the surface of the control surfaces. The highest standard deviation can be found
at the outflow cap of the Kirchhoff’s surface.
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Figure 3.25.: Complete relative variance spectra of the principal components of
the normal velocity data of the H3-flame and the HD-flame.

The calculation of the sound power level LW on the basis of the first principal
components of vj,k

n of the two flames yields some surprising results. The radiated
sound power of several principal components of vj,k

n is presented in Fig. 3.26.
Additionally, the sound power level of the original data set and the measured
sound power level are plotted in the same figures. Regarding the H3-flame the
first principal component shows a high agreement with the measured sound power
level for frequencies above 500 Hz. The second principal components leads to a
higher sound power level. As expected, the sound power level due to the added
components approaches the sound power level of the original, complete data set.
The high agreement of the first principal component with the measured frequency
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Figure 3.26.: Sound power level LW of the H3-flame and the HD-flame, based
on the original velocity data and on principal components of the velocity data
in comparison to the measured LW.

response of LW is a promising result, but unfortunately it can not be reproduced
with respect to the HD-flame. The right plot of Fig. 3.26 shows the results
for the HD–flame. The sound power level due to the first principal component
meets the measured one only in a small frequency range from 500 to 1000 Hz.
The sound power level, which is based on the sum of the first ten principal
components, differs strongly from the sound power level, which is based on the
complete data set. In this case the higher principal components largely contribute
to the acoustically effective velocity distribution on the control surface, though
they explain only a marginal variance of the data set. All in all, though the
eigenvalue spectra of the principal components of the two flames have a very
similar characteristic, the radiated sound power due to the principal components
of the velocity data differ much. General properties of the principal components
can not be concluded from these two examples.Summary The PCA is a very interesting technique for the investigation of large
data sets. It provides the possibility to discriminate correlated patterns in a
data set as it was shown in the test example. The principal components of the
correlated structures can be detected by the extreme values of the associated
eigenvalues of the coherence matrix of the data set. The performance of the
PCA depends strongly on the signal-noise ratio. A high noise level hides the
correlated signal components, so that they can not be separated as principal
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components. The PCA was applied to the time domain velocity data on the
surface elements of the control surfaces, which enclose the source region of the
combustion process. It was applied to both, the H3- and the HD-flame data.
The eigenvalues of the coherence matrices are not spread widely: 90% of the
total data variance is explained by less than the first 20 of over 1000 principal
components. This indicates the existence of correlated signal components within
the data set. Nevertheless, the sound power levels calculated by the separate
principal components do not agree with the measured sound power level. Whereas
the use of the complete, untransformed data set leads to a strong overestimation
of the measured sound power level, the transformed data sets also lead to either
underestimated or overestimated sound power levels. Additionally, the acoustic
behaviour of the principal components differ strongly regarding the two flames.
Hence, general properties of the principal components could not be determined.
The expectations, that the PCA could provide a separation of the correlated
acoustic velocity data from the uncorrelated hydrodynamic pertubations, and
that the use of the adjusted velocity data would lead to a higher agreement of the
simulated and measured sound power levels of the flames, were not fulfiled. In
summary, the application of the PCA to the flame data did not yield advantagous
results and the idea was not longer pursued.3.3.5.2. Splitting te
hnique
The BEM requires acoustic input data on a surface, which completely encloses all
acoustic sources. Concerning jets or open flames, the outflow cap of the Kirch-
hoff’s surface intersects perpendicularly with the flow. Since the Mach numbers
of the open flames are very small, the contribution of quadrupole sources of the
jet flow beyond the closing disc to the overall sound field can be surely neglected.
But the flow field of jet diffusion flames is characterised by vortical structures,
which grow slowly and maintain their identities over a long distance [93]. The
vortices convect downstream with the flow velocity. If these vortical structures
pass the Kirchhoff’s surface, their velocity fluctuations are sampled as acoustic
data and are assumed to propagate into the acoustic far field with sound speed.
Fig. 3.27 illustrates this effect. Since the homogeneous wave Eq. (3.1) is only
valid in a non-rotational and non-divergent medium, it is not valid in proxim-
ity to the outflow cap of the Kirchhoff’s surface due to the rotational character
of the passing vortices. In the past, several strategies have been proposed to
remedy the disturbances due to hydrodynamic fluctuations in the outflow area.
Freund et al. [94] suggested the use of an open Kirchhoff’s surface, which is now
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Figure 3.27.: Vortical flow structures
pass through the outflow cap of the
Kirchhoff’s surface. The dashed
line defines the area of increased
temperature.

a common praxis in jet acoustics and similar studies, e.g. [95]. The main draw-
backs of this approach are that a correct solution for the sound pressure is not
available at all points in the exterior of the Kirchhoff’s surface, and that the
radiated sound power can not be determined due to the missing portion of the
control surface. Shur [96] applies an averaging over outflow caps to cancel out
the slow non-acoustic fluctuation, but a theoretical prove or validation tests for
this approach are missing. The third method is the splitting of the flow field
into the hydrodynamic part and the acoustical part. For flows in ducts the mode
matching strategy [97] is a very successful technique, based on a modal decom-
position across neighbouring outflow caps. The acoustic pressure fluctuations at
the Kirchhoff’s surface are obtained by a least square fit of the CFD results for
the pressure fluctuations with the acoustic modes in the duct. In [98] the mode
matching method is extended to the case of swirling vortical flows. But the ap-
plication of this method is restricted to flows in ducts and the ducts can have
only slowly varying cross-section. De Roeck [99] developed a promising splitting
technique in the time domain for low-Mach-number flows in two dimensions, that
is based on the Helmholtz decomposition for vector fields. It is suited for confined
as well as for free-field flows and has been verified by some simple test cases.

The splitting technique, which was recently proposed by Piscoya [100] also
bases on the Helmholtz theorem. It fits very well the boundary element approach
for the acoustic domain and uses the Dual Reciprocity Boundary Element Method
(DRBEM). It shall be outlined in the following as an outlook on worthwhile future
work.

The Helmholtz theorem is also known as the fundamental theorem of vector
calculus [101, § 20]. It states that any vector ~u field in three dimensions, which
is sufficiently smooth and decaying at infinity, can be resolved into the sum of
an irrotational (curl-free) vector field ~u1 and a solenoidal (divergence-free) vector
field ~u2. This decomposition is unique except for a constant component, which



3.3. The hybrid approach 51

is denoted by ~u3 and is both irrotational and solenoidal.

~u = ~u1 + ~u2 + ~u3 (3.29)

with

rot ~u1 = 0, (3.30)

div ~u2 = 0, (3.31)

rot ~u3 = div ~u3 = 0. (3.32)

The irrotational field component u1 is determined by the gradient of the velocity
potential φ

~u1(~x) = −∇φ(~x). (3.33)

φ(~x) fulfils the differential equation

div∇φ(~x) = ∇2φ(~x) = −div ~u1(~x) (3.34)

and with Eqs. (3.30) and (3.32) follows

∇2φ(~x) = −div ~u(~x) . (3.35)

Eq. (3.35) represents an inhomogeneous Poisson equation. The source term
−div ~u can be determined by an evaluation of the CFD source domain solution
for the velocity field. A unique solution of φ(~x) can be obtained by imposing
adequate boundary conditions at the control surface S.

Regarding open turbulent diffusion flames the Mach number Ma of the fluid is
very low. As it is shown in [70, p. 167ff] a Mach number Ma << 1 is one of the
constraints for the incompressibility of a flow. In [69, Ch. 1.7.1] the limiting Mach
number is specified as Ma < 0.3.7 The Mach number of the open flames is Ma ≈0.1, so the flow can be assumed as incompressible. Following the argumentation of
de Roeck [99], due to this incompressibility it can be assumed that the irrotational
field ~u1 is of purely acoustic nature and represents the fluctuating velocity of the
acoustic field ~v,

~v = −∇φ. (3.36)

Since the acoustic field bases on isentropic (adiabatic and reversible) fluctuations
of p and ρ, the Navier-Stokes equation of motion reduces to

ρ
D~v

Dt
= −∇p, (3.37)

7A derivation of this value can be found in [102, p. 178ff].
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where D/Dt denotes the substantial derivative with respect to the time t [70,
p. 165f]

D~v

Dt
=

∂~v

∂t
+ ~u · ∇~v. (3.38)

Eq. (3.37) represents the Euler equation for an inviscid flow. Additionally, all
volume forces have been disregarded. The low Mach number of the flow allows
neglecting the convective derivatives in the substantial derivative in Eq. (3.37).
Hence, the pressure can be determined by the time derivative of the velocity
potential alone,

∇p ≈ −ρ
∂~v

∂t
= ρ

∂∇φ

∂t
= ρ∇∂φ

∂t
, (3.39)

p ≈ jωρφ. (3.40)

Outside the Kirchhoff’s surface S the velocity potential φ(out) fulfils the homoge-
neous Helmholtz equation, Eq. (3.1). Requiring the continuity of sound pressure
and particle velocity at S the boundary conditions are

φ =
ρ(out)

ρ
φ(out), ∂φ

∂~n
=

∂φ(out)

∂~n
. (3.41)

Applying Green’s second theorem to Eq. (3.35) yields [103, Ch. 2.5.3]

C(~x)φ(~x) =

∫

S

(

∂φ(~y)

∂~ny

G(~x,~y) − φ(~y)
∂G(~x,~y)

∂ny

) dS −

∫

Ωi

b(~y)g(~x,~y) dΩy (3.42)

with

C(~x) =






1 ~x ∈ Ωi\S,12 ~x ∈ S,0 ~x outside Ωi. (3.43)

and
b(~y) = −div ~u(~y), G(~x,~y) =

14πr
, r = ||~x − ~y||. (3.44)

G(~x,~y) is the Green’s function of the Poisson equation ∇2φ = −δ(~x − ~y) [103,
Ch. 2.2.2]. The integral equation, Eq. (3.42), solves the Poisson equation, Eq.
(3.35), in the interior domain Ωi. The additional volume integral accounts for
the inhomogeneous source term of Eq. (3.35). By means of the Dual Reciprocity
Boundary Element Method (DRBEM) this volume integral can be expressed as
a sum of surface integrals. A detailed discussion of the DRBEM can be found
in [104] and in references therein. Finally, a surface integral equation for the
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interior and a surface integral equation for the exterior velocity potential are
obtained, which are coupled by Eq. (3.41). After the velocity potential at the
surface S is received, the normal velocity vn of the irrotational velocity field can
be determined via Eq. (3.36) and used as input data for a BEM calculation.
In [100] a numerical test for this splitting technique is presented. In the test
case the acoustic relevant velocity field u1 can be successfully extracted from a
total velocity field u. It can be expected that the application of this splitting
technique is able to improve the results of the hybrid LES/BEM approach, but
this has not been investigated yet. It is the most promising method regarding an
appropriate input data correction for the desired coupling of a CFD- and a BEM
simulation.3.4. Appli
ation of the CHIEF method
The BEM for exterior problems suffers from the problem of non-uniqueness, i.e.
the solution of the surface integral equation is not unique at certain characteristic
frequencies, which are related to internal resonances of the corresponding interior
problem [24]. Several approaches have been investigated to remedy the non-
uniqueness problem. Reviews of different methods can be found in [105–107].

The CHIEF method (Combined Helmholtz Integral Equation Formulation) was
first introduced by Schenck [15] to avoid the non-uniqueness of the system of
equations at the eigenfrequencies of the interior sound field. Additional colloca-
tion points (the CHIEF points) are located in the interior domain of the object,
where the interior Helmholtz integral formulation must be satisfied. With this
overdetermination the surface HIE and interior HIE are solved simultaneously to
enforce the finding of the unique surface solution.3.4.1. The interior sound �eld of the 
ylinders
The efficiency of the CHIEF points depend on their location. The best places are
the pressure maxima of the interior sound field modes, the worst places are the
nodal lines of the interior modes. The cylindrical Kirchhoff’s surfaces, which are
used in the hybrid approach have the advantage that the interior sound field can
be analysed analytically. Since the exterior boundary problem has a Neumann
boundary condition (vn is prescribed at the Kirchhoff’s surface S), the associated
interior problem is a Dirichlet boundary problem, i.e. p = 0 at S [15]. The
derivation of the interior sound field can be found in in Appendix A. In Fig. 3.28
the resulting mode shapes of the interior field are plotted.
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Figure 3.28.: Pressure distribution of the first transverse modes of the sound
field in the cylinder with boundary condition p = 0. Nodal lines are plotted
boldly. The derivation of the sound field solution can be found in Appendix A.
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Any CHIEF point located at a nodal line of an interior mode can not remedy the
non-uniqueness of the BEM solution, which occurs at this mode. The finding of
good position of the CHIEF points is discussed in literature, for example in [15, 22,
106, 108, 109]. In case of an axisymmetric radiator or scatterer, it is recommended
in [106] and [109] to place the CHIEF points at the axis of symmetry of a body
of revolution, following an corresponding argumentation in [14]. Tobocman [110]
obtained good results with a random distribution of CHIEF points in a rigid
spheroid scatterer. According to Fig. 3.28 CHIEF points at the axis of symmetry
of the cylinders should be only effective for the 0, i-modes, which show a maximum
sound pressure value at the axis line. All other modes exhibit a nodal line at the
axis of symmetry. It is doubtful that the axis of symmetry is a good place to put
the CHIEF points regarding the higher modes.

The effectiveness of the CHIEF method is tested by a constructed substitute
problem as proposed in [22] and [111]. At the elements of the tenth cylindrical
Kirchhoff’s surface of the HD-flame8 the normal velocity is prescribed, that would
be produced by a multipole source located within in cylinder. Hence, the velocity
field on the surface of the cylinder is identical to the field of the multipole source.
This normal velocity distribution is used as input data for the BEM calculation.
The calculated sound pressure on the surface of the structure as well as in the
exterior domain can be directly compared with the analytical solution of the
multipole source. The error of the calculation is the surface error Esurf or radiation
error Erad,

Esurf =

√

√

√

√

√

∫

S

|panalyt(~x) − pBEM(~x)|2 dS

∫

S

|panalyt(~x)|2 dS
, (3.45)

Erad =

√

PW,analyt − PW,BEM

PW,analyt

, (3.46)

with p(~x) as sound pressure at S and PW as radiated sound power. The test
was carried out using a monopole source located at point ~y = (xs, ys, zs) as
radiating sound source inside the structure. The fundamental solution of the
monopole source in three-dimensional free space is given by Eq. (2.4). Introducing
a weighting factor for the fundamental solution of the monopole source, that
provides a normal velocity va at a fixed distance ra from the source point location,

8Details on the Kirchhoff’s surfaces can be found in Section 4.1 of Paper IV.
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leads to analytical expressions for the sound pressure and sound power [112,
Ch. 2.5.1]

panalyt(r) = r2ava

jωρ01 + j k0ra

e− jk0(r−ra)

r
, (3.47)

PW,analyt =
ρ0c02 4πr2a k20r2a1 + k20a2 va . (3.48)

The BEM solution for the radiated sound power is given by

PW,BEM =

N∑

i=1 12ℜ{piv
∗

n,i}Si, (3.49)

where i is the index of the elements and N is the total number of surface elements.
First, the monopole radiation error was determined for the tenth Kirchhoff’s

surface of the HD-flame without the usage of any CHIEF point. The monopole
source was located at ~y = (L/2, 0.4805R10, 0) with L as length and R10 as radius
of the cylinder. As shown in Appendix A, Eq. (A.12), the eigenfrequencies of the
interior sound field occur at the intersections of the kmi

x and kn
x -curves. In the

upper plot of Fig. 3.29 the graphs of several kmi
x and kn

x are shown. The middle
plot shows the radiation error of the BEM solution without using any CHIEF
point. As discussed in [15] the non-uniqueness of the set of equations appears
exactly at the eigenfrequencies of the adjoint interior Dirichlet problem. The
error of the BEM solution shows distinct peaks at these frequencies. Since the
source is located at the centre of the cylinder in x-direction, the m, i,n-modes
with n = 2k, k = 1, 2 . . . , are not excited by the source. In radial direction the
source is located close to the maximum of the 1, 1,n-mode. The efficiency of three
CHIEF points settings was tested: first, the location at the axis of symmetry at
~xi = (xi, 0, 0), as applied in [106] and [109]; second, out of the axial centre at
~xi = (xi, −0.4805R10, 0); and third, a random distribution. Fig. 3.30 shows the
location of ten CHIEF points inside the cylinder for the three cases. The monopole
radiation error Erad of the three settings is shown in the lower plot of Fig. 3.29.
The CHIEF points at the axis of symmetry can only eliminate the occurrence of
the 0, i,n-modes as discussed above. They do not effect at all the higher modes
with m > 0. The CHIEF points out of axis are able to surmount perfectly the
non-uniqueness problem. The error does not exceed 5% all over the frequency
range. However, the CHIEF points were located opposite to the source, which
is the best possible position, because for all modes a maximum sound pressure
level can be expected here, see Fig. 3.28. But also the random distribution of the
same number of CHIEF points lead to very sufficient results. As a result of this
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Figure 3.29.: Efficiency of several CHIEF point settings. Upper plot: The eigen-
frequencies are given by the intersection of kmi

x and kn
x ; middle plot: Radiation

error Erad without any CHIEF point; lower plot: Radiation error Erad for dif-
ferent CHIEF point positions.
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Figure 3.30.: Position of the CHIEF points (•) in the three test settings. The
location of the virtual monopole source is marked by an asterisk (∗).

study, in all subsequent calculations the second configuration with ten CHIEF
points at a line out of axis is used.
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lusion of ground e�e
ts
In practical situations, the flames are located in a certain environment (room,
laboratory, etc). Assuming that side walls and ceilings have some type of acous-
tical treatment, the scenario will be more similar to a half-space problem than to
a free field problem. The presence of the ground can be directly included in the
BEM by introducing an appropriate Green’s function into Eq. (2.13). This topic
is discussed in Chapter 4 at full length. Here, the ideal cases of an rigid ground
with infinite impedance (Zp = ∞) or a soft ground with zero impedance (Zp = 0)
are considered. The adequate Green’s function is given by Eqs. (4.8) and (4.9).
A graphical depiction of Eq. (4.8) is given in Fig. 3.31. The effect of the plane is
a mirroring of the sound sources, i.e. the total sound field is composed of a direct
and a reflected sound field. The height of the Kirchhoff’s surface above the plane
is h = 0.1 m.
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Figure 3.31.: Sketch of real and im-
age Kirchhoff’s surface in the pres-
ence of a reflecting plane.

Figs. 3.32 and 3.33 show the calculated radiation patterns and sound power
spectra of the flame for the three cases: free space, rigid plane and soft plane, as
they were obtained by BEM calculations. In the plots of the radiation patterns
(Fig. 3.32), the superposition of direct and reflected waves cause a local increase
and decrease of the sound pressure compared to the free space case. The presence
of a soft or rigid plane leads to a slight decrease or increase of the sound power level
in the lower frequency range, respectively (Fig. 3.33). Generally, the influence
of the plane on the radiated sound power decreases with the distance h of the
flame from the plane. This behaviour is also theoretically derived in Appendix C
regarding a monopole source above a soft or rigid plane. The radiated sound
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Figure 3.32.: Directivity
of the sound field of the
HD-flame depending on
the characteristics of
the plane. The arrow
indicates the direction
of the flow.
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Figure 3.33.: Radiated
sound power of the
HD-flame depending on
the characteristics of
the plane.
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power of a monopole source above an infinite plane PW,half and of a monopole
source in the unbounded three-dimensional space PW,free obey the relation

PW,half ≈ PW,free(1 + Rp

sin(k02h)

k02h ) , (3.50)

where Rp = −1 if Zp = 0 and Rp = 1 if Zp = ∞. In agreement with this
theoretical result, the calculations show that in case k02h ≫ 1 the influence of
an ideal rigid or soft plane on the radiated sound power can be almost neglected.
Nevertheless, the directivity of the sound field is strongly affected by the presence
of a plane, independently of h, and has to be considered when doing sound
power measurements. In the higher frequency range, only a careful scanning of
sound intensity or sound pressure at an enveloping surface around the flame yields
reliable results due to the mentioned effects.





Chapter 4A half-spa
e BEM for 
al
ulating the soundradiation above an impedan
e plane
Classically, the BEM is applied to acoustic problems in the free three-dimensional
domain. Mostly, the assumption of an unbounded space is a simplification apart
from radiation and scattering problems in an anechoic chamber. While for the
determination of the radiation characteristics of an vibrating structure the re-
flections from surrounding boundaries may be neglected, the sound field itself is
strongly affected by such reflection and absorption effects. For the simulation of
an interior acoustic field, the finite surrounding surfaces can be discretised and
the acoustic normal impedance can be prescribed to the surface elements. Re-
garding outdoor sound propagation, the sound waves are reflected by a ground
of infinite extend.

The exterior physical world can be mathematically described as a half-space
limited by an infinite plane, provided that the ground is characterized by its
normal acoustic impedance. i.e. it is locally reacting. To take the reflections
from the ground into account, it is necessary to include the ground into the
BEM model. This can be done by a discretisation of a section of the ground
into boundary elements. On one hand, a premature clipping of the originally
infinite ground leads to erroneous results and on the other hand, a sufficiently
large section of the ground leads to a huge set of equations. A more exact way
is to include the ground effect by an appropriate Green’s function into the BEM
model. An appropriate Green’s functions describes the sound propagation in
the half-space by automatically taking into account the presence of the ground
without any further need of a discretisation of the interface.

61
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In this chapter, half-space Green’s functions for the sound propagation above an
impedance plane are presented and their applicability within a BEM formulation
is discussed. The implementation of a suitable Green’s function into the BEM
code BemLab is described and the accuracy and effectiveness of the this BEM
solution in comparison with an indirect BEM and a discretised impedance plane
is investigated. Finally, in the last section of this chapter the simulation of the
horn effect of a tyre above a mineral wool layer is presented as a validation test
for the developed BEM approach. A very good agreement of the measured and
the simulated effect will be shown.4.1. The half-spa
e Green's fun
tion
The core of the Helmholtz-Integral-Equation, Eq. (2.13), is the Green’s function
g(~x,~y). As solution of the inhomogeneous Helmholtz equation

∇2g + k2g = −δ(~x − ~y), (4.1)

where ∇2 is the Laplacian operator and δ the Dirac delta function, it describes the
sound propagation between source point ~y = (xs, ys, zs) and observation point
~x = (x, y, z). In case of an unbounded three-dimensional domain, the solution
for g(~x,~y) is

g(~x,~y) =
e− jk0r14πr1 , (4.2)

with r1 = ||~x − ~y||. Considering a half-space problem, the three-dimensional
domain is separated by an infinite plane Sp into two half-spaces. Since a trans-
mission of energy through the infinite plane is not allowed, the physical domain
is reduced to one half-space. The half-space geometry can be seen in Fig. 4.1.

~y

~x

~x ′

~ny

SQ

V+

V−

Sp

~n

Figure 4.1.: Geometry of the
radiation and scattering prob-
lem in a half-space.
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The acoustical characteristic of the plane Sp is given by its impedance Z

Z =
p(~x)

vn(~x)
, ~x on Sp. (4.3)

Using Eq. (2.12) the impedance condition at Sp can be expressed as

p(~x) +
Zjωρ0 ∂p(~x)

∂~nx

= 0, ~x on Sp. (4.4)

Now, a Green’s gh(~x,~y) function is searched for, which fulfils this given impedance
boundary condition on the domain boundary Sp

gh(~x,~y) +
1jωρ0 ∂gh(~x,~y)

∂~nx

= 0, ~x on Sp, (4.5)

which is called a half-space Green’s function. The advantage of a half-space
Green’s function is that Sp can be excluded from the integration. Regarding
Eq. (2.13), the domain boundary of the half-space problem is S = SQ ∪ Sp. After
inserting a half-space Green’s function gh(~x,~y) into Eq. (2.13) the integration
along Sp yields 0,

∫

Sp

[

vn(~y)

(

Z
∂gh(~x,~y)

∂~ny

+ jωρ0gh(~x,~y)

)]

dS(~y) = 0. (4.6)

Comparing Eq. (4.5) with Eq. (4.6) shows, that the term in rounded brackets in
Eq. (4.6) represents exactly Eq. (4.5), besides that the position of ~x and ~y are
interchanged (~y is now on Sp). Due to symmetry of the Green’s function of the
wave equation [29, Ch. 5, § 14]

g(~x,~y) = g(~y,~x), (4.7)

both expressions are equal. Thus, the integration along Sp can be omitted by
using an appropriate half-space Green’s function.

In case of a perfectly rigid or perfectly soft plane, the appropriate half-space
Green’s function is given by

g(~x,~y) =
e− jk0r14πr1 + Rp

e− jk0r24πr2 , (4.8)

with k0 = ω/c0, r1 = ||~y − ~x|| and r2 = ||~y − ~x ′|| [113]. ~x ′ is the image of ~x,
mirrored by the infinite impedance plane. The reflection coefficient Rp depends
on the normal impedance of the plane Zp

Rp =

{
+1, Zp = ∞,
−1, Zp = 0. (4.9)
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Usually, Eq. (4.8) is called the image source ansatz provided that r2 = ||~y ′ − ~x||

with ~y ′ as the mirrored image of the source point ~y. This ansatz is also discussed
in section 17.2.4 of Paper V. Choosing r2 as r2 = ||~y−~x ′|| as used within the scope
of this thesis is mathematically more convenient regarding the partial derivative
∂g(~x,~y)/∂~ny of Eq. (2.13), though the classical image source ansatz complies
more with our understanding of the physical effect of the infinite plane.

An example for an application of Eq. (4.8) within the BEM can be found in
Section 3.5, where the dependence of the sound field of an open flame on the
ground effect of a rigid and a soft plane is investigated.

In general, the reflection coefficient Rp has to be a constant. Considering only
plane waves it is possible to use an angle-dependent reflection coefficient to take
an arbitrary impedance of the plane into account [114, Ch. 19.3.2.1],

Rp =
Zp 
os(θ0) − 1
Zp 
os(θ0) + 1 . (4.10)

The angle θ0 is defined as 
os(θ0) = (zs + z)/r2 , (4.11)

see Fig. 4.2. For large k0r2 the reflected wave in Eq. (4.8) can be simplified to
a plane wave and the use of a plane wave reflection coefficient represents a good
approximations for g(~x,~y), but this is mostly not the case considering the solution
of the HIE within the BEM. General solutions for the Green’s function above an
impedance plane are discussed in the next section.

z

x

Sp

~x

~x ′

~yr1
r2 ρ

θ0θ0 Figure 4.2.: Position of source
point ~y and observation point ~x

with respect to the plane Sp.



4.2. Green’s functions in presence of an impedance plane 654.2. Green's fun
tions in presen
e of an impedan
eplane4.2.1. Literature review
In the past many researchers published their solutions for the sound propagation
above an impedance plane or an interface between two acoustic media. A compre-
hensive review of the literature can be found in [115, Ch.13.5]. In the following
a brief survey of the background of the formulation, which was implemented in
the BEM code, will be given.

First Sommerfeld [116, 117] obtained a solution for the reflection of electro-
magnetic, spherical waves by a homogeneous, flat earth. His solution is discussed
in Section 17.2.5 of Paper V and Section III of [118].

In the field of acoustics Rudnick [119] first tackled the problem of the spherical
wave reflections by an interface of two acoustic homogeneous media. His work
is strongly related to that of Sommerfeld as he also applied a Hankel transform.
This work was followed by Lawhead and Rudnick, who published in [120] their
farfield solution for the reflections of sound waves from a locally reacting ground.
Thirty years later Habault and Filippi [121] followed the Hankel transform tra-
dition and received an exact as well as an approximate solution for sound field
reflected by a plane boundary of local and extended reaction. Their surface wave
representation [121, Eq. (36)] for a locally reacting surface is also discussed in
sections 17.2.5 f. of Paper V. Nobile and Hayek [122] obtained an asymptotic
series solution for the reflection problem by a Hankel transform.

A large group of authors applied another technique, which could be called the
Fourier transform approach. The incident spherical wave is expanded into plane
waves. The reflection of the plane waves can be described by the plane wave
reflection coefficient (cf. Eq. (4.10)). Thus, the reflected spherical field is given
by an inverse Fourier transform of the reflected plane waves. The Fourier integral
is converted into a contour integral in the complex plane and the value of the
integral is estimated by a method of steepest descent. The general procedure
is described at full length by Brekhovskikh in [123, Ch. 4]. The method was
first applied by Weyl [124] in the electromagnetic context as a direct reply to
Sommerfeld’s work [116]. Ingard [125] first made use of Weyl’s approach for
the reflection of acoustic waves from a locally reacting plane and obtained an
approximate far field solution. Many authors have followed as Wenzel [126],
Chien and Soroka [127, 128], Thomasson [129–131], Attenborough et al. [132],
Kawai et al. [133] and Filippi [134]. The authors chose different integration paths
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or modified steepest descent methods to eventually find an accurate approximate
solution mainly for grazing incidence, i.e. for θ0 ≈ π/2. With some simplifying
assumptions this approach leads to the well-known Weyl/van der Pol formula,
which is discussed in the next Section 4.2.2. An exact solution valid for all k0r2
and θ0 is provided by Thomasson [129, Eqs. (32)–(41)], [131, Eqs. (A1)–(A13)],
Filippi [134, Eq. (52)] and Habault [135, Eq. (4.7)]. All three authors obtained
the same formulation for the reflected wave field.

A few authors have used totally different techniques to obtain the desired
Green’s function g(~x,~y). Y. L. Li et al. [136] applied an inverse Laplace transform
of the heat conduction equation and got an exact formulation for g(~x,~y) including
a line integral over a Faddeeva function kernel [136, Eq. (21)]. W. L. Li et al. [137]
used a power series expansion of the parameter γ to receive an exact Green’s func-
tion for a positive impedance boundary condition (mass-like impedance) of the
plane. Their solution is also discussed in Section 17.2.5 and 17.3.2 of Paper V.
More recently Ochmann [118, Eq. (42)] published a solution for the sound field
above a plane of arbitrary impedance by a superposition of equivalent sources
located at complex source points. Shortly after Taraldsen [138] presented a com-
prehensive literature review concerning this so-called complex image method to-
gether with an identical solution for g(~x,~y) [138, Eq. (5)]. This complex image
solution is derived in Section 17.2.7 of the attached Paper V. It was incorporated
into the BemLab-code.4.2.2. Approximate solution for sound propagation 
lose to theground
The Weyl-van der Pol formula is the most widely used approximate solution for
predicting the sound field above a locally reacting ground. It was first deduced
from electromagnetic wave propagation theory [123, § 20]. Regarding acoustic
wave propagation it follows from the aforementioned Fourier transform approach
for finding the Green’s function for the sound propagation in a half-space with
an infinite plane of finite acoustical impedance. Assuming the time convention
ejωt it reads

g(~x,~y) =
e− jk0r14πr1 + [Rp + (1 − Rp)F(ρe)]

e− jk0r24πr2 , (4.12)

with the boundary loss factor F(ρe)

F(ρe) = 1 − j√πρee
−ρ2

e erf
(jρe) (4.13)
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and the numerical distance ρe

ρe =
12(1 − j)√kr2(
os(θ0) + Yp). (4.14)

The term Q = [Rp + (1 − Rp)F(ρe)] is often called the spherical wave reflection
factor. Amongst other applications, the formula is used in non-destructive mea-
surement techniques for the determination of outdoor ground impedance [139,
140]. Its derivation can be found in [119, 127, 132, 141] and [115, Ch.13.5.7].
Eqs. (4.12)–(4.14) are only valid under the following conditions: kρ > 1, ρ ≫
z + zs, k(z + zs) ≫ 1, |Yp|2 ≪ 1, and ρ ≈ r2. That means, it can only be applied
for long horizontal distances of ~x and ~y and high frequencies. Additionally, ~x

as well as ~y has to be located close to the ground and a high impedance of the
ground is required. In view of condition ρ ≫ z+ zs, which means that the height
of ~x and ~y is much smaller than the horizontal distance, it is obvious that the
conditions of the Weyl-van der Pol formula can not be fulfilled regarding the col-
location process of the BEM. Fig. 4.3 illustrates the corresponding proportions
of a boundary element model. Though, the Weyl-van der Pol formula is a very

Figure 4.3.: The requirement
ρ ≫ z + zs of the Weyl-
van der Pol formula can not
be fulfilled within a BEM
model.

powerful and convenient solution, it is not suited as core of a BEM formulation.4.2.3. Exa
t solutions for the sound propagation above animpedan
e plane
A BEM formulation requires the use of a highly accurate solution for the Green’s
function g(~x,~y), therefore the abovementioned approximate solutions did not
come into question for a use within BemLab. Available exact solutions are those
from Thomasson [129, 131], Habault [121], W. L. Li et al. [137] with restrictions,
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Y. L. Li et al. [136] and Ochmann [118]. These solutions are presented in the
following. Unless otherwise noted, the time convention ejωt is assumed. The
nomenclature has been adapted to the one used in this thesis. In a later section
three of the solutions are validated by benchmark problems and their applicability
within a BEM formulation is discussed.Thomasson's solution In [129, Eqs. (32)–(41)] the following solution assuming
a time dependence exp(− jωt) can be found:

g(~x,~y) = −
ejk0r14πr1 −

ejk0rr4πr2 +
k0Ypejk0r22π ∞∫0 e−k0r2t

√

W(t)
dt

+
14(1 − C)k0YpH

(1)0 (k0ρ√1 − Y2
p)e− jk0(zs+z)Yp

(4.15)

with
W(t) = (
os(θ0) + Yp)2 + 2 j t(1 + 
os(θ0)Yp) − t2 (4.16)

and additional constants

C =

{
+1, ℜ{σ0} > 1, ℑ(Yp) < 0
−1, else, (4.17)

σ0 = − 
os(θ0)Yp +
√1 − Y2

p sin(θ0), (4.18)

σ1 = − 
os(θ0)Yp −
√1 − Y2

p sin(θ0), (4.19)

ℜ
{
√

W(t)
}

{
< 0, ℜ{σ0} > 1, ℑ{Yp} < 0, t > t1
> 0, else, (4.20)

t1 = ℑ{(σ0 − 1)(σ1 − 1)}/ℜ{(σ0 − 1) + (σ1 − 1)} (4.21)

ℜ
{√1 − Y2

p

}

> 0 (4.22)
os(θ0) = (zs + z)/r2. (4.23)

The same formulation can be found in [134, Eq. (52)] and [135, Eq. (4.7)]. A
critical part of Eq. (4.15) is the so-called surface wave term including the Hankel
function in case of spring-like impedances (ℑ{Yp} < 0). For ρ = 0 (perpendicular
incidence) the Hankel function is singular and there exists no definite value for
g(~x,~y). ρ = 0 corresponds to θ0 = 0 and after inserting θ0 = 0 in Eq. (4.19)
it can be easily seen, that ℜ{σ0} < 0 for every Yp since the real part of the
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admittance of any physical impedance plane has to be greater than or equal to
zero (ℜ{Yp} > 0). That means, C = +1 in case of perpendicular incidence. Thus,
the Hankel function term does not contribute to g(~x,~y) in this case. Since the
integrand in Eq. (4.15) does not become singular, there are no restrictions for the
application of Thomasson’s solution.Habault's solution Habault and Filippi published the following solution [121,
Eq. (36)]

g(~x,~y) =
e− jk0r14πr1 +

e− jk0r24πr2
+

k04Zp

(sgnℑ{Zp} − 1)H(2)0 (αρ)e− jk0/Zp sgnℑ{Zp}|z+zs|

−
j k0
Zp

(sgnℑ{Zp} − 1) ∫∞

−zs

e− jk0/Zp sgnℑ{Zp}|zs+z ′| e
− jk0r4πr

dz ′

−
j k0
Zp

(sgnℑ{Zp} + 1) ∫−zs

−∞

e− jk0/Zp sgnℑ{Zp}|zs+z ′| e
− jk0r4πr

dz ′

(4.24)

with r2 = (z − z ′)2 + ρ2 and α = k0√1 − 1/Zp. Both the integrals can be in-
terpreted as line integrals over additional image sources at (xs, ys, z ′). While
the solution for a mass-like impedance of the plane (sgnℑ{Zp} = 1) does not
become singular, since all sources are located in the non-physical half-space be-
low the impedance plane, the solution for a spring-like impedance of the plane
(sgnℑ{Zp} = −1) have two singularities in case of perpendicular incidence (ρ = 0).
In this case the Hankel function becomes singular and the integrand has a sin-
gularity at z ′ = z. Physically this singular solution does not exist, i.e. a vertical
alignment of source and receiver does not lead to an infinite sound pressure at the
receiver. Mathematically both singularities should cancel out each other, but this
could not be shown so far. During the collocation procedure within the BEM it
cannot be avoided that ~x and ~y are vertically aligned, therefore Habault’s solution
is only applicable for mass-like impedances of the plane.W. L. Li's solution In [137, Eq. (24)] W. L. Li et al. presented their solution
for mass-like impedances (ℜ{γ} > 0)

g(~x,~y) =
e− jk0r14πr1 +

e− jk0r24πr2 − 2γeγzs

∞∫

zs

e− jk0r4πr
e−γz ′ dz ′ (4.25)
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with r2 = (z+z ′)2+ρ2. It can be easily shown, that Eq. (4.25) matches Eq. (4.24)
for mass-like impedances. It is interesting to see, that the different mathematical
techniques used in [121] and [137] lead to the same expression for g(~x,~y). For
spring-like impedances the authors can only find an approximate solution. Thus,
again only the solution for mass-like impedances is unrestrictedly applicable con-
cerning a BEM formulation. The presented solution for mass-like impedances
has been incorporated in the BemLab code. Implementation details as well as a
verification test can be found in Section 17.3.2 of Paper V.O
hmann's solution Ochmann [118, Eq. (42)] presented an exact solution based
on the complex image method. The quoted solution Eq. (4.26) follows from
applying the time convention ejωt to [118, Eq. (42)].

g(~x,~y) =
e− jk0r14πr1 +

e− jk0r24πr2 +
jγ2π 0∫

−∞

e− jk0r
r

e− jγz ′ dz ′ (4.26)

with r2 = (z + zs + j z ′)2 + ρ2 and

γ = jk0/Zp. (4.27)

The complex image sources under the integral sign are located at complex source
points at (xs, ys, −zs − j z ′). Interestingly, this formulation covers mass-like as
well as spring-like impedances of the infinite plane. There is no restriction for
the application of Eq. (4.26) except that it is not allowed to have both ~x and ~y

directly on the plane. In this case Eq. (4.26) becomes singular because r vanishes
at z ′ = −ρ. Ochmann’s solution is also derived and discussed in Section 17.2.7
of the attached Paper V, there it can be found as Eq. (17.37).Y. L. Li's solution Y. L. Li et al. contributed with another exact solution [136,
Eq. (21)] to the set of possible Green’s functions. Assuming the time convention
e− jωt it reads

g(~x,~y) =
ejk0r14πr1 +

ejk0r24πr2
+

j
k0 ∞∫0 ( k04 jπz ′

) j kYpejk0(z ′+r22/4z ′)w ((z + zs)
√jk02√z ′

+ Yp

√j k0z ′

) dz ′,
(4.28)
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where w denotes a complex error function, which is known as Faddeeva function.
At a first glance, the integral in Eq. (4.28) seems not to be easier solvable than
the previous ones. The authors do not mention any restriction of the solution.
Thus, it should also be appropriate to be used within a BEM formulation, but
this has not been investigated so far.4.2.4. Comparison of the exa
t solutions by ben
hmarkproblems
Since it is difficult to show mathematically the equivalence of the different exact
solutions for g(~x,~y), the validity of the solutions are examined by benchmark
problems. There are few published data on the sound field due to a point source
above an impedance plane with specified acoustical properties, e.g. in [142–144].
In the following the measurement data, which were published by Delany and
Bazley in [143] are taken as benchmark test data for the validation of the exact
solutions. Delany and Bazley explored the sound field above a mineral wool layer.
The sound source was a horn driver connected to a brass tube, whose end was
located at a fixed distance zs above the ground, source and microphone were
separated by a horizontal distance ρ, the microphone height z is variable. The
distances are measured in wavelengths. The time convention is changed to ejωt.
The parameters variations are listed in Table 4.1. Fig. 4.4 shows the calculated

setup f [kHz] Zp zs [λ] ρ [λ]

A 1 2.02 - 1.47j 1 1
B 2 1.57 - 0.94j 1 2
C 1 2.02 - 1.47j 2 2

Table 4.1.: Measurement parameters.

sound field compared to the measured pressure distribution as sound pressure
level Lp, which is defined as

Lp = 10 log10 ∣∣∣
∣

p(~x)

p0 ∣∣∣∣2 . (4.29)

Regarding the calculated sound pressure the strength of the sound source is pre-
scribed as Asrc = 1 N/m and p0 is set to p0 = 2 · 10−5 Pa. A specification of Asrc

and p0 is missing in [143].
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al evaluation The numerical evaluation of Ochmann’s solution (4.26)
is described in detail in Section 17.3.3 of Paper V. Since the mineral wool layer
has a very low resistance, ℑ{γ} > 1, the Gauss-Laguerre quadrature [32, 25.4.45]
can be applied for the evaluation of the integral. A substitution of η = −z ′ℑ{γ}

leads to the appropriate form of the integral, which can be found in Eq. (17.90) of
Paper V. The definition of the Gauss-Laguerre quadrature is given in Eq. (17.67)
of Paper V and in Appendix D.

The solution of Habault, Eq. (4.24), for spring-like impedances of the plane
reads

g(~x,~y) =
e− jk0r14πr1 +

e− jk0r24πr2
−

k02Zp

H
(2)0 (αρ)ejk0/Zp|z+zs| +

jk0
Zp

2 ∫∞

−zs

ejk0/Zp|zs+z ′| e
− jk0r4πr

dz ′. (4.30)

By substituting η = −(z ′ +zs)ℜ{γ} the integral in Eq. (4.30) can also be changed
into a form, which is theoretically suitable for the Gauss-Laguerre quadrature.
But the integrand is strongly fluctuating and a very high number of integration
points is needed. Regarding the investigated benchmark problems the integral
could not be approximated accurately with the available number of 97 integration
points1. Therefore the integral is approximated by a left Riemann sum, which
requires a finite upper limit of the integral. The integrand Ψ(z ′) can be separated
into an enveloping function ΨE(z ′) and an oscillating function ΨO(z ′), Ψ(z ′) =

ΨE(z ′)ΨO(z ′). The envelope reads

ΨE(z ′) =
ek0ℑ{Zp}|s+z ′|/|Zp|24πr

. (4.31)

The improper integral is terminated at an upper limit z0, where ΨE(z ′) < 10−6.
The interval [−zs, z0] is partitioned into a sufficient number of elements, which
was set to 5 · 104.

Since the integral in Thomasson’s solution, Eq. (4.15), does not have a fluctuat-
ing kernel, Eq. (4.15) should easily be evaluated numerically. After substituting
η = k0r2t, the integral in Eq. (4.15) can be solved with the Gauss-Laguerre
quadrature. The Hankel function term does not have to be evaluated, since
ℜ{σ0} < 1 for all investigated parameter variations and receiver heights. Thus,
Eq. (4.15) can be very quickly computed.

Y. L. Li’s solution, Eq. (4.28), has not been applied to the benchmark problems.

1Integration points and weights for the Gauss-Laguerre quadrature are listed up to n = 32
in [145] or [146]. The determination of integration points and weights for n > 32 is described
in Appendix D.
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ussion Fig. 4.4 shows the calculated and measured sound pressure levels for
the three investigated measurement setups. The measured data were extracted
from [143, Fig. 6]. Since the authors did not specify the used reference value
p0, the measurement curves are translated in such a way, that the calculated
sound pressure levels meets the measured ones at z = 0. Thus, the quantitative
agreement of the calculated and measured curves is rather arbitrary. But the
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Figure 4.4.: Calculated and measured sound field due to a point source above
an impedance plane. Setup parameters are listed in Tab. 4.1. Measurement
data are from [143, Fig. 6].

qualitative agreement of the theoretical and experimental results is very good
for all three parameter variations. It can also be seen, that all three theoreti-
cal solutions do not differ much concerning the investigated setups. While the
solutions of Habault and Ochmann (Eqs. (4.24) and (4.26)) lead exactly to the
same sound pressure at all receiver locations, the solution of Thomasson yields
small deviations. This is shown in Fig. 4.5, which is a magnification of the middle
plot of Fig. 4.4 and shows the sound field in proximity to the plane for setup B.
Though the values of k0r2 are not too small for z < 0.3λ (14.05 < k0r2 < 14.90)
the integral in Eq. (4.15) converges very slow and even the use of up to 97 points
for the Gauss-Laguerre quadrature does not lead to a sufficient convergence in
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this parameter range. This is contradictory to the statement in [135, Ch.4.1.2],
where a 4-point quadrature is mentioned to be enough for values of k0r2 “not too
small”. Surely, the integral can be evaluated by an adaptive multigrid quadrature
or other quadrature techniques, but such techniques are considerably slower than
the Gauss-Laguerre quadrature.

0 0.2 0.4 0.6 0.8 1

77

78

79

80

z /λ

L p [d
B

]

 

 

Ochmann(2004)
Habault(1981)
Thomasson(1976)
measurement D&B

setup B

Figure 4.5.: Magnification of
Fig. 4.4(b), i.e. calculated and
measured sound field close to an
impedance plane. Measurement
data from [143, Fig. 6].

It can be finally concluded, that all three exact solutions are able to predict
the sound pressure distribution over an impedance plane, but the evaluation of
the integral is differently complicated. Habault’s solution, Eq. (4.24), is char-
acterized by a strongly fluctuating integrand, which makes the integration very
expensive and slow. Along with the mentioned singularity for ρ = 0 this solution
is not suitable within a BEM formulation. Thomasson’s solution, Eq. (4.15), is
not as quick as expected, especially for smaller k0r2 the solution needs a more
time-consuming treatment. Due to the case differentiations the coding is not as
straightforward as for the other solutions. But it does not have any singularity
and could be used in a BEM code. Ochmann’s solution, Eq. (4.26), seems to be
most appropriate for using within a BEM application. Regarding the investigated
benchmark problems it is the fastest solution, the integral converges quickly and
the use of the Gauss-Laguerre quadrature yields most reliable results. But as
it is discussed in Paper V, this is only the case if ℑ{γ} > 1 as in the investi-
gated configurations. For ℑ{γ} < 1 a multigrid quadrature has to be applied.
The multigrid quadrature is observed to be very stable and accurate, but it is
very time-consuming. Possibly, a combination with Thomasson’s solution could
be advantageous for some configurations. Ochmann’s solution was successfully
implemented in the BEM code BemLab. This is thoroughly described in Sec-
tion 17.3.3 of Paper V. Section 17.3.3 contains a discussion of the characteristics
of the integrand, the formulation of its normal derivatives, quadrature solutions
as well as a presentation of several test cases for the verification of the correct
implementation.
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ases of a soft or rigid impedan
e plane
The presented Green’s functions must approach Eq. (4.8) in case Zp → ∞ and
Zp → 0, respectively. This behaviour will be studied with respect to Ochmann’s
solution, Eq. (4.26).Rigid boundary 
ondition of the plane In this case Zp → ∞ and γ → 0, cf.
Eq. (4.27). Therefore, the last summand in Eq. (4.26) approaches zerolim

γ→0 jγ2π 0∫
−∞

e− jk0r
r

e− jγz ′ dz ′ = 0, (4.32)

with r2 = (z + zs + j z ′)2 + ρ2. The integral in Eq. (4.32)/Eq. (4.26) converges for
all parameter settings aside from placing both ~x and ~y on the boundary plane Sp

as discussed in Section 17.3.3 of Paper V, Eq. (17.72). Thus, the limiting value
of Eq. (4.32) for γ → 0 is zero, and Eq. (4.26) approacheslim

γ→0g(~x,~y) =
e− jk0r14πr1 +

e− jk0r24πr2 , (4.33)

which is the half-space Green’s function for a perfectly rigid impedance plane,
cf. Eq. (4.8).Soft boundary 
ondition of the plane This case is not that easy to treat. The
soft boundary condition at Sp is defined by Zp = 0 and limZp→0 γ = j∞. To
obtain the limit of the integrand in Eq. (4.26) for γ → j∞ the integration by
parts is applied:lim

γ→j∞ ∫ 0
−∞

f(z ′)h(z ′) dz ′ = lim
γ→j∞([F(z ′)h(z ′)]

0
−∞ −

∫ 0
−∞

F(z ′)h ′(z ′) dz ′

)

(4.34)

with

f(z ′) = 2 jγe− jγz ′, (4.34 a)

h(z ′) =
e− jk0r4πr

, (4.34 b)

F(z ′) = −2e− jγz ′ , (4.34 c)

h ′(z ′) =
e− jk0r(z + zs + j z ′)(− j+k0r)

r3 . (4.34 d)
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The limiting value of the first term on the right hand side of Eq. (4.34) is easily
obtained lim

γ→j∞ [F(z ′)h(z ′)]
0
−∞ = lim

γ→j∞ [−2e− jγz ′ e− jk0r4πr

] 0
−∞

= −2e− jk0r24πr2 − lim
γ→j∞(2e− jγ(−∞) e

− jk0r4πr

)

= −2e− jk0r24πr2 , (4.35)

since limγ→j∞ e− jγ(−∞) = 0.
The integral on the right hand side of Eq. (4.34) can be evaluated by Lebesgue’s

dominated convergence theorem. Let γ = jan, an ∈ R, limn→∞ an = ∞. Fn(z ′)

is a sequence of the function F(z ′)h ′(z ′) with limn→∞ Fn(z ′) = F(z ′)h ′(z ′):

Fn(z ′) = −2e− j janz ′

h ′(z ′) = −2eanz ′

h ′(z ′). (4.36)

Since h ′(z ′) is bounded and limn→∞ eanz ′

= 0 for z ′ ∈ (−∞, 0) (again provided
that ~x and ~y are not located on the boundary plane Sp, i.e. z + zs > 0), the
limiting value of the integrand is zero: limn→∞ Fn(z ′) = 0 for z ′ ∈ (−∞, 0).
Furthermore, the sequence Fn(z ′) is dominated by h ′(z ′) and the integral over
|h ′(z ′)| exists:

|Fn(z ′)| = |e−anz ′

||h ′(z ′)| 6 |h ′(z ′)|, (4.37)
∫ 0

−∞

|h ′(z ′)|dz ′ < ∞ (4.38)

Under those conditions, the limit of the integral islim
γ→j∞

∫ 0
−∞

F(z ′)h ′(z ′) dz ′ = lim
n→∞

∫ 0
−∞

Fn(z ′) dz ′ =

∫ 0
−∞

lim
n→∞

Fn(z ′) dz ′ = 0.
(4.39)

Combining Eqs. (4.26), (4.34), (4.35) and (4.39) yields the limiting Green’s func-
tion of Eq. (4.26) for the soft boundary case aslim

γ→j∞
g(~x,~y) =

e− jk0r14πr1 −
e− jk0r24πr2 , (4.40)

which is the half-space Green’s function for a perfectly soft impedance plane,
cf. Eq. (4.8).

The limiting cases of perfectly soft and rigid boundary conditions of the plane
were used as test cases to check the correct implementation of Eq. (4.26) into
the BemLab-code. The results are presented in Section 17.3.3 of Paper V, cf.
Fig. 17.13 and Fig. 17.14.
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retised plane versus half-spa
e BEM
The incorporation of an appropriate half-space Green’s function (4.26) into a
BEM formulation provides the treatment of radiation and scattering problems
in presence of an infinite plane, which divides the unbounded three-dimensional
space. The only alternative to this approach is the discretisation of a sufficiently
large area of the boundary plane to take the influence of the plane on the sound
field into account. On the one hand, this leads to a considerable enlargement of
the systems matrices and on the other hand, the sufficient the area size is not
known a priori. In Section 5 of Paper VI a comparison of the two approaches
has been presented. A vibrating sphere is located 1 m above an impedance plane
with a rather soft normal impedance characteristic, the field points are placed in
a row at the same height above the plane with increasing horizontal distance ρ

from the centre of the sphere, see Fig. 6 of Paper VI. Fig. 8 of Paper VI shows the
boundary element model of the vibrating sphere above a section of the infinite
plane, discretised into boundary elements. Since the area is not represented by a
closed surface, a direct BEM approach is not suited for this problem. The indi-
rect BEM formulation has not been implemented into the BemLab code so far,
therefore LMS Virtual.Lab Rev.7B has been used to evaluated the sound pressure
distribution at the field points. Fig. 9 of Paper VI shows the error curves of the
different approaches. While the error of the half-space BEM solution (ECBEM-GL)
is very small, the use of finite plane models does not provide a correct sound field
solution (EBEM indirect). In Paper VI the dependence of the simulation error on
the size of the discretised areas is demonstrated, in the following the influence
of the discretisation level and of an additional symmetry plane is investigated.
The tested parameter settings can be found in Tab. 4.2. As already mentioned,

setup size of the size of the add. symmetry
plane [m] elements [cm] plane

A 6× 6 12.50 —
B 12× 12 12.50 —
C 6× 6 8.33 —
D 6× 6 6.25 —
E 6× 6 12.50 at z = −14.3 cm

Table 4.2.: Parameters of the boundary element models utilising a discretised
area instead of a half-space formulation.
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a comparison concerning the size of the discretised area (A and B) can be found
in Fig. 9 of Paper VI. The results with respect to different discretisation levels
(A, C and D) are presented in Fig. 4.6. The discretisation in setup A is chosen in
such a way that the edge length of the elements is smaller than λ/6 = 14.3 cm.
Obviously, a finer discretisation does not diminishes the simulation error at the
field points.

10
0

10
1

0

0.2

0.4

0.6

0.8

1

ρ [m]

E

 

 

12.50 cm
  8.33 cm
  6.25 cm

Figure 4.6.: Simulation error depending on the size of the elements.

With increasing distance of the field points to the centre of the sphere, the
sound waves, which are radiated by the sphere, can be more and more considered
as plane waves with an incident angle θ0 → π/2. According to Eq. (4.10), for θ0 →
π/2 the plane wave reflection coefficient approaches Rp → −1 . Consequently,
the idea is not far off to support the finite area by an additional symmetry plane
with Rp = −1. This corresponds to the creation of a half-space with a perfectly
soft plane. Setup E represents this configuration, the soft plane is placed at
a distance of λ/2 beneath the absorbent area. Fig. 4.7 shows the simulation
error with and without this additional symmetry plane (A and E). As it can
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Figure 4.7.: Simulation error depending on the presence of an additional sym-
metry plane.
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be seen, the simulation error at the field points above or close to the absorbent
area is increased, the error at the field points outside the discretised area is
decreased. In Fig. 4.8 the sound pressure at the field points is presented to clarify
the background of the discussed error curves. The graphs of Fig. 4.8 show the

10
0

10
1

10
2

70

80

90

100

110

120

130

140

150

ρ [m]

L p [d
B

]

 

 

p
exact

p
free space

p
A

p
E

area of
discretised plane

Figure 4.8.: Sound pressure level at the field points with respect to different
half-space settings.

sound pressure level at the field points, given by the exact reference solution pexact,
by the free-space solution pfree space as well as by the indirect BEM calculations of
setup A and E. pexact can be obtained from

pexact = Asrcg(~xfp,~ysrc) (4.41)

with g(~xfp,~ysrc) as half-space Green’s function, Eq. (4.26), Asrc as source strength
and ~ysrc as the centre of the vibrating sphere. pfree space is defined analogously
beside that g(~xfp,~ysrc) is the free space Green’s function, Eq. (4.2).

The field point pressure solution pA differ slightly from the exact solution as
long as the field points are located above the plane (but much more than the
half-space BEM solution, cf. Fig. 9 of Paper VI). Outside the absorbent area
pA approaches the free field solution, which is hardly surprising. The additional
symmetry plane disturbs the BEM solution for ρ < 3 m, thus pE differs more
strongly from the exact solution. But at the distant field points the infinite soft
plane emulates the test configuration more than no plane.
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All in all, the examples show that it is hardly possible to predict the sound
field above an impedance plane by means of a discretised finite area of the infinite
plane. The use of an classical direct or indirect BEM formulation without using
an appropriate Green’s function does not yield accurate results even if a very fine
discretisation and a large plane model is chosen.4.4. Computation of the horn e�e
t
The horn effect is an amplification of the sound field radiated by sound sources
close to the contact area of tyre and plane Sp, measured at a field point ~xfp.
Close to the contact area the tyre and the surface Sp form a horn-like geome-

monopole source

field point

Sp

SQ

z

x

y

Figure 4.9.: Position of tyre,
monopole source and field
point in the half-space
setting.

try. This geometry influences the radiation characteristic and efficiency of sound
sources, which are located in the contact area, i.e. in or close to the centre of the
horn [147, 148]. The computation of the horn effect is an ambitious benchmark
problem for the developed half-space BEM. On one hand, the horn-like geometry
is a numerical complex situation, on the other hand, the frequency response of
horn effect is very sensitive to this geometry, and it is strongly influenced by the
impedance of the plane Sp [149]. Only a very correct modelling of the scatter-
ing effects inside the horn provides a correct prediction of the sound pressure
amplification.4.4.1. Con�guration
The amplification due to the horn effect is expressed as

∆LH = 20 log10 ∣∣∣pts(~xfp)

ps(~xfp)

∣

∣

∣
. (4.42)

pts(~xfp) represents the sound pressure at the field point in the presence of the
tyre, ps(~xfp) is the field point sound pressure in the absence of the tyre. The
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centre of the horn is located at the point of origin at (0, 0, 0). The source is
a monopole source, located at the plane its source strength is Asrc = 1 N/m.
The tyre is assumed to have a rigid boundary condition, i.e. the term ∂p(~y)/∂~ny

vanishes on SQ. First, a BEM solution for the horn effect in presence of rigid
plane was sought after. After developing a numerical treatment for the complex
horn geometry with respect to the more simple rigid boundary condition of the
plane, the horn effect in presence of an plane of finite impedance is investigated.
The geometrical parameters, which were set regarding the investigations of the
horn effect over rigid ground, are listed in Tab. 4.3. A dimensional sketch and
the used notation can be found in Fig. 4.10.

ds ht dr hr

80 mm 0–1 mm 1m 0 m

Table 4.3.: Setup parameters for the investigation of the horn effect over rigid
ground.

Figure 4.10.: Horn geometry and
dimensioning.

ht

ds

dr

hr~ysrc

~xfp

z

x

y

x

~ysrc ~xfp4.4.2. Tyre model
The tyre model does not have any tread pattern, a diameter of 62 cm, and a
width of 22 cm. In preliminary studies the most appropriate computational model
was identified using LMS Sysnoise. A square and a rounded tyre model profile
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was tested, see Fig. 4.11, and the influence of a slight uplift ht of the tyre was
investigated. The reference solution is the measured horn effect with ds = 80 mm
and ht = 0 m over rigid ground, provided by [147, Fig. 5]. A raise of the tyre 

 

square profile
rounded profile

y
z

Figure 4.11.: Cross section of the
square and rounded tyre model.

is favourable to weaken the near-singularity of the integrand in Eq. (4.26), which
occurs if both ~x and ~y are close to infinite plane, i.e. if the combined height z+zs

is very small. As it is discussed in [147], the horn effect is very sensitive to any
modifications of the horn geometry. The numerical studies show the same effect.
The influence of the configuration parameters can be seen in Fig. 4.13. The upper
plot shows the strong influence of the height of the tyre over the plane. Only a few
millimetres significantly change the amplification characteristic. For this study
the square shaped tyre was used. The middle plot shows a comparison of the
horn effect of the rounded and the square shaped tyre. The tyre with the square
cross section leads to a distinct overestimation of the amplification level ∆LH. In
this variation both types of tyres were raised by 1 mm. In the lower plot the
influence of the surface discretisation on ∆LH is presented (rounded profile, ht =
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Figure 4.12.: Maximum frequency of
the surface elements of the tyre
model with 1474 elements.
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Figure 4.13.: Dependence of ∆LH on the height of the tyre over the rigid plane
(upper plot), on the profile of the tyre (ht = 1 mm) (middle plot) and on the
discretisation of the tyre surface (ht = 1 mm) (lower plot).

1mm). Below 2 kHz the frequency responses do not differ significantly regarding
the three different models. Above 2 kHz the curves start to diverge. The most
appropriate discretisation for the frequency range above 2.5 Hz is the one with
6042 elements, but in the lower frequency range also the small model with 1474
elements is sufficient. As a result of these numerical studies, in the following
investigations the rounded tyre model with 1474 elements, raised by ht = 1 mm,
has been used. Fig. 4.12 shows the maximum frequency of the surface elements
of this tyre model, i.e. the size of the elements is sufficient up to the indicated
frequency according to the six-elements-per-wavelength rule. As it can be seen,
the belt of the tyre is finer discretised as its side walls. In general, the presented
tyre model is suited for calculations up to 2000-2500 Hz.
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al treatment of the horn geometry
The BemLab-code uses a rough but fast one point integration for the evaluation
of the discretised integral equation on SQ. Regarding the surface area close to
plane, this approach is not sufficient, since in this area the “narrow gap” problem
is encountered. Similar to the problem of very close boundary surfaces, such
as narrow gaps or very thin structures, a near-singularity of the kernel func-
tions occurs due to a very small distance r2 in the second term of Eq. (4.8) and
Eq. (4.26). The first approach was a refinement of this surface area until the ele-
ment size matches the distance from its centre to the plane. The resulting surface
mesh of the tyre can be seen in Fig. 4.14. The figure shows the sound pressure

5 10 15 20 25 30 35 40

L
p
 [dB]

Figure 4.14.: Lp on the re-
fined surface mesh of the
tyre at 985 Hz. The tyre is
seen from the bottom.

level distribution (Lp) on the surface of the tyre at 985 Hz. Unfortunately this
approach leads to a doubling of the total number of elements. Second, we ap-
plied an adapted integration method, proposed by Cutanda Henríquez and Juhl
in [150, 151]. Each surface element is subdivided into intervals proportional to
the relative distance between the centre of the element and the plane. After as-
signing Gauss-Legendre integration points to the element subintervals, the values
of g(~x,~y) and ∂g(~x,~y)/∂~ny can be determined as a sum of the subinterval values.
The total number of elements remains the same as for the one-point-integration.
The resulting distribution of integration points at the critical surface area of the
tyre is shown in Fig. 4.15. While the finer mesh allows a higher resolution of the
sound pressure distribution on the surface of the tyre, the field point pressure in
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Figure 4.15.: Lp at the surface mesh
of the tyre at 985 Hz. The Gauss-
Legendre integration points, result-
ing from the adapted integration
method, are plotted as black dots.

10 20 30 40
L

p
 [dB]

1 m distance from the centre of the horn can be modelled very well with both ap-
proaches for ds = 80 mm and ht = 1 mm as it is shown in Fig. 4.16. The resulting
amplification level ∆LH does not differ regarding the two methods, though the
adapted integration method is considerably less time and memory consuming.
By applying the adapted integration method also to the field point evaluation, it
is possible to interchange the position of ~xfp and ~ysrc as it was done during the
measurements. Regarding the measurements this reciprocity principle was used
for practical reasons. It is also advantageous to a BEM simulation. Whereas a
variation of the position of the source ds requires a separate calculation for each
source position, placing several ~xfp at different dr in the horn and ~yfp in front of
the tyre allow the determination of the amplification ∆LH for all variations by one
single BEM calculation. Due to reciprocity, ∆LH is not affected by the exchange
of source and receiver. Fig. 4.17 shows the amplification ∆LH for the receiver
positions ~xfp = (dr, 0, 0) with dr = 10, 20, 40, 80 mm and the source position
~ysrc = (1m, 0, 0). In general, the computational results show an excellent agree-

Figure 4.16.: Amplification due to
the horn effect of a tyre above rigid
ground calculated with the refined
tyre model and the adapted inte-
gration method on the basis of el-
ement subdivision. Measurement
data from [147, Fig. 5].
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Figure 4.17.: Amplification due to the horn effect of a tyre above rigid ground
for different receiver positions. Measurement data from [147, Fig. 5].

ment with the measured frequency response of ∆LH. Only the case dr = 10 mm
is a critical configuration due to extreme proximity to the horn centre.4.4.4. In�uen
e of the impedan
e plane
Considering Eq. (4.26) the most expensive step is the evaluation of the improper
integral for every matrix coefficient of H and G. For some configurations the very
fast Gauss-Laguerre quadrature can be applied to solve the integral, otherwise
the adaptive multigrid quadrature has to be used, which provides reliable results
for all possible configurations, but is much slower (cf. Paper V, sec. 17.3.3). The
usage of the Gauss-Laguerre quadrature depends mainly on γ and the combined
height of ~x and ~y, z + zs. Generally, the application of the Gauss-Laguerre
quadrature is restricted to configurations with ℑ{γ} > 1.

In the following a very soft rigidly-backed layer with an effective flow resistivity
of Reff = 20 kPas/m2 is chosen as impedance plane. The height of the layer
is 7 cm. Impedance and γ, respectively, of such a layer can be obtained by
the impedance model of Delany&Bazley [152]. Fig. 4.18 shows the contour plot



4.4. Computation of the horn effect 87

10
2

10
3−8

−6

−4

−2

0

2

freq [Hz]

Z
p

 

 

ℜ {Z
p
}

ℑ {Z
p
}

20

20

20
20 20

30

30
30 30 30

40
40 40 40

50

50 50 50
60

60 60 60
70

70 70 70

80

80 80 80
90

90 90 90
100

100 100 100

freq [Hz]

he
ig

ht
 a

bo
ve

 g
ro

un
d:

 z
 +

 z
s [m

]

500 1000 2000 3000

0.1

0.2

0.3

0.4

0.5

0.6

Figure 4.18.: Left plot: Zp of a rigidly backed layer of Reff = 20 kPas/m2 and a
height of 7 cm. Right plot: Contour plot of the necessary number of integration
points to solve the integral in Eq. (4.26) with the Gauss-Laguerre quadrature
depending on frequency and the combined height of ~x and ~y with respect to
the soft impedance layer.

of necessary integration points of the Gauss-Laguerre quadrature depending on
frequency and combined height z + zs. As it can be seen, small heights of ~x

and ~y and low frequencies are very unfavourable combinations regarding the
application of the Gauss-Laguerre quadrature. In case, the number of integration
points exceeds 97, the kernel functions have to be evaluated by the multigrid
quadrature. The evaluation of the matrix coefficients is the bottleneck of a BEM
calculation including an impedance plane. While the calculation of one frequency
step in case of a rigid plane takes around 0.3 minutes, it can take hours in case
of a finite impedance of the ground.

Fig. 4.19 shows the resulting amplification due to the horn effect of a tyre above
a rigid plane and above the soft impedance layer. The amplification levels ∆LH

differ significantly. In case of the impedance layer, the frequency of maximum
amplification is shifted to lower frequencies and the total amplification level is
dramatically reduced.4.4.5. Validation of the model by measurement data
This section presents a validation of the BEM simulation of the horn effect in
presence of an impedance plane by measurement data. The measurements were
done by F.-X. Bécot and published in his PhD thesis [149, Ch. 4]. A series of
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Figure 4.19.: Amplification due to
the horn effect of a tyre over
rigid ground and over a very soft
impedance layer (7cm mineral wool,
rigidly backed, Reff = 20 kPas/m2).

four measurement setups have been selected as validation basis for the BEM sim-
ulation. In Tab. 4.4 the measurement parameters can be found (cf. Fig. 4.10
for the dimensioning). The impedance plane is represented by a rigidly-backed

setup ht [cm] ds [cm] dr [cm] hr [cm]

a 1.85 4.2 98 19.7
b 1.85 18.2 98 19.7
c 0.8 4.2 48 4.7
d 0.8 12.2 48 4.7

Table 4.4.: Parameters for the measurements of the horn effect above an
impedance plane.

mineral wool layer of thickness 1.6 cm and Reff = 124 kPas/m2. Fig. 4.20 shows
the calculated and measured amplification ∆LH of the four setups. The predicted
amplification matches the measured frequency response very well. The measured
curve shows more fluctuations but this might be due to a reverberant measure-
ment environment or the finite size of the real mineral wool layer. The main
amplification characteristic of the given setting can be modelled correctly. The
calculation was limited towards the lower frequency range due to the increas-
ing computational effort. Unfortunately a rather stiff impedance layer was used
in the measurements. Therefore, the condition ℑ{γ} > 1 is only fulfilled above
700 Hz. i.e. below 700 Hz the Gauss-Laguerre quadrature can not be applied for
the determination of the matrix coefficients at all. But using only the multigrid
quadrature leads to a computing time of around 40 hours per frequency step. For
setup “b” the amplification level at the missing frequencies have been determined
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by such tedious calculations. The whole frequency response of ∆LH can be found
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Figure 4.20.: Calculated and measured horn effect of a tyre above an plane of
finite impedance. Measurement data from [149, Fig. 4-6, 4-7].
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Figure 4.21.: Calculated and measured horn effect of a tyre above an plane of
finite impedance [Setup b, see Tab. 4.4]. Measurement data from [149, Fig.
4-6b].
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in Fig. 4.21. The measured decrease of ∆LH towards the lower frequency range
can be predicted very well by the BEM simulation. Though the setup of the
system matrices H and G is more and more expensive towards lower frequen-
cies, the integral term of Eq. (4.26) almost vanishes at low frequencies since the
impedance of the mineral wool layer increases and γ decreases, respectively. For
γ → 0, the assumption of a rigid plane holds also for the mineral wool layer. In
Fig. 4.21 there can be additionally found the frequency response of ∆LH assuming
a rigid impedance plane. As it can be seen, at the lowest frequencies the horn
effect amplification level for a rigid plane actually meets that for the plane of
finite impedance.



Chapter 5Con
lusions and further work
In this thesis the BEM was applied to combustion noise and to half-space prob-
lems. Whereas the half-space BEM project was devoted to the development of
a specialised BEM with respect to the particular half-space geometry, the com-
bustion noise project was focussed on the application of a standard BEM to a
non-standard sound source.5.1. Combustion noise
The calculation of the sound radiation of open, turbulent, non-premixed jet flames
was based on a hybrid approach, where the BEM was directly coupled to an
incompressible LES of the source region. The hybrid approach was applied to
two flames, the HD- and the H3-flame. The numerical aspects of the coupling were
investigated as well as its general validity. The simulation results were validated
by measurements of the radiated sound power of the investigated flames. The
thesis leads to the following conclusions:

– Regarding combustion noise, where strong volume sources due to turbulent
density fluctuations in the combustion zone govern the sound generation pro-
cesses, the current incompressible LES approach yields velocity data at a con-
trol surface surrounding the source region (Kirchhoff’s surface), which are suit-
able for an acoustic continuation of the source domain simulation by a BEM.

This conclusion can be drawn from the theoretical discussion and it is corrob-
orated by the simulation results. The comparison of simulated and measured
sound power of the HD-flame shows a good overall agreement, whereas the

91
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simulated sound power of the H3-flame strongly differs from the measured
one. However, a closer look at the sound intensity at several measuring points
shows a good agreement of the simulated and measured data for measuring
points close to the lateral surface of the Kirchhoff’s surface. The high devi-
ations occur at measuring points close to the outflow cap of the Kirchhoff’s
surface.

– The velocity data at the portion of the Kirchhoff’s surface, which intersects with
the flow (inflow/outflow boundary), require a special treatment. Due to the
adjacent burner, a rigid boundary condition could be prescribed at the inflow
cap of the Kirchhoff’s surfaces. After this input data correction at the inflow
boundary, the outflow boundary became the main error source for the acoustic
simulation. On the one hand, the requirement of an homogeneous density
and temperature distribution at the Kirchhoff’s surface is mostly violated at
the outflow closing disk. On the other hand, the velocity distribution at this
portion of the enclosing control surface is disturbed by hydrodynamic velocity
fluctuations due to convecting vortical structures of the flow, which pass the
outflow boundary. In view of the required correction of the velocity data at
the outflow boundary, the following conclusion can be drawn from the thesis:

◦ The Principal Component Analysis (PCA) does not provide a proper cor-
rection of the velocity data.

◦ A splitting technique, which is based on the Helmholtz theorem for vec-
tor fields, is the most promising approach for an appropriate input data
correction.

– The accuracy of the hybrid approach is very sensitive to the location of the
Kirchhoff’s surface. It has to be ensured that the Kirchhoff’s surface is lo-
cated in the homogeneous region around the combustion zone, where density
and temperature at the Kirchhoff’s surface are equal to those of the ambient
medium.

– The data sampling at the Kirchhoff’s surface is another critical point of the
hybrid approach. The coarsening of the fine LES grid induces a downsampling
of the velocity data. Due to this spatial downsampling aliasing effects may
occur, which lead to a distinct overestimation of the radiated sound power.
Advanced filter techniques have to be applied during the sampling process to
avoid an aliasing of the BEM input data.



5.2. Half-space BEM 93

– The determination of an average sound power spectrum is a time-consuming
process, which requires several BEM runs for each frequency step. In the thesis,
it could be shown that the use of averaged velocity transfer functions as input
data for the BEM is a time-saving alternative provided the Kirchhoff’s surface
lies in the homogeneous domain and the number of averages is sufficient.

– Regarding the used cylindrical Kirchhoff’s surface the CHIEF method is an ap-
propriate regularisation method to remedy the non-uniqueness problem of the
BEM for exterior problems. The CHIEF method is computationally efficient,
simply to implement and sufficiently guaranties uniqueness of the BEM results
over a wide frequency range.5.2. Half-spa
e BEM

The aim of this work was the development of a specialised BEM formulation
for half-spaces, whose boundary planes are characterised by a finite acoustic
impedance. Generally, the implementation of an appropriate half-space Green’s
function into the BEM is the most effective way of taking such an infinite impedance
plane into account. Several approximate and exact solutions for the Green’s func-
tion for the sound radiation above an impedance plane were reviewed and tested
for the applicability within a BEM formulation. The results and conclusions can
be summarised as follows:

– The exact Green’s function in terms of the complex image method is the most
appropriate solution for an implementation within the BEM. The behaviour of
this Green’s function and its derivatives were analysed in detail.

◦ Two quadrature techniques have been studied and applied to evaluate
the improper integral, which is part of the Green’s function. The multi-
grid quadrature is characterised by its high stability. It can be applied
without any restrictions and yields very reliable results. However, it is
a time-consuming quadrature technique. The Gauss-Laguerre quadrature
is much faster, but its application is restricted to a rather soft boundary
condition at the impedance plane, which is often fulfilled in the higher
frequency range considering real grounds, and a sufficient height of the
radiating/scattering objects above the impedance plane.

– Several academic test cases verified the applicability of the selected Green’s
function and its correct implementation in the BEM code BemLab. The fol-
lowing test cases have been investigated:
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◦ Sound radiation of a pulsating sphere above a perfectly rigid and perfectly
soft plane, respectively.

◦ Comparison between prescribed and back-calculated impedance of the
plane.

◦ Sound field in case of perpendicular incidence.

– The comparison with an alternative approach, which was based on the use of
a discretised portion of the impedance plane, showed the high quality of the
half-space BEM solution.

The alternative half-space calculation was performed by means of the indirect
BEM. The infinite impedance plane was represented by a discretised plane
model of finite extend. The influence of the size and the discretisation level of
the plane model on the accuracy of the sound field solution was investigated.
Neither a large plane model (edge length about 14λ) nor a very fine discreti-
sation (size of the elements about 1/14λ) yielded a satisfactory simulation of
the sound field above the plane. In the area directly above the plane, the sim-
ulation error ranged between 5% and 25%. The simulated sound field outside
the finite plane model was completely erroneous. The simulation error of the
developed half-space BEM, on the contrary, was about 2.5% over a wide spatial
range. The simulation error increased only at observation points, which were
very far away from the sound source (distance more than 200λ).

– The horn effect of the tyre–road interface was chosen as benchmark prob-
lem for the developed half-space BEM. The complex horn geometry required
an advanced numerical treatment, which was successfully implemented in the
BemLab code. The simulated horn effect over an impedance plane was com-
pared with measurement data. The high agreement of the simulated and mea-
sured effect in case of a rigid plane as well as in case of a mineral wool layer
validates the half-space BEM approach.5.3. Future work

Both BEM projects concentrated on the development and application of the BEM
in acoustics. On the one hand, the BEM served as a far field method in a hybrid
approach for the determination of the radiated sound power of open flames. On
the other hand, a specialised half-space BEM was developed to account for the
presence of an infinite impedance plane in the acoustic domain. The results of
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the thesis are encouraging and can serve as starting points for further research
work in these directions.Combustion noise The computationally efficient coupling of an incompressible
LES and a BEM yielded promising results. Certainly, further improvements of
the hybrid approach are required in order to allow an exact prediction of the
sound emission from combustion processes.

– An accurate input data correction at the outflow boundary of the Kirchhoff’s
surface around the flame remain as a main task for a further application of hy-
brid approaches. The development of the outlined splitting technique, which
is based on the Helmholtz theorem and utilises the option of the Dual Reci-
procity Boundary Element Method (DRBEM) to account for inhomogeneities
in a control volume by converting the volume integral into a boundary inte-
gral, is a very worthwhile future task.

– The coarsening of the fine mesh, which is used by methods of Computational
Fluid Dynamics (CFD), such as incompressible or compressible LES, impli-
cates a downsampling of the original CFD data. The strong influence of the
downsampling on the sound field solution was studied in the thesis, but a sat-
isfying remedy for the occurring aliasing effect could not be provided. There
is a strong need in advanced filtering techniques to avoid aliasing effects due
to the spatial downsampling.

– The development of a full three zonal approach, which combines a CFD
method for the solution of the incompressible or compressible Navier-Stokes
equations in the source domain (Direct Numerical Simulation (DNS), LES et
al.) with a CAA method for a inhomogeneous propagation zone (Linearised
Euler Equations (LEE), Acoustic Perturbation Equation (APE) et al.) and
the BEM as far field method, would be an interesting issue. Certainly, a three
zonal approach requires the detailed study of the two coupling steps. A three
zonal approach may be appropriate to calculated the noise emission from swirl
flames, where stronger hydrodynamic disturbances at the lateral surfaces of
the Kirchhoff’s surface can be expected.

– A coupling of the BEM to a compressible LES of the HD- and the H3-flame
could not be performed in the combustion noise project, because a compress-
ible LES of open, non-premixed jet flames was not available during the project
period. However, there is not much difference expected between the coupling
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of the BEM to a compressible LES and the coupling to the presented incom-
pressible LES regarding the investigated flames. The incompressible LES is
able to describe the velocity field of non-zero divergence due to volume sources
in the combustion zone, which are the main sound sources. But a comparison
of the presented results with those, obtained by a coupling to a compressible
LES could additionally corroborate the comparatively inexpensive coupling to
an incompressible LES. The outflow boundary problem as well as the down-
sampling problem remain the major research issues, since they also arise in
conjunction with a compressible LES.Half-spa
e BEM The aim of the half-space BEM project to develop a univer-

sal BEM formulation for half-spaces with arbitrary boundary condition at the
boundary plane could be achieved. But the evaluation of the matrix coefficients
represents the bottleneck of the current half-space approach. The half-space BEM
could be further enhanced by

– An improved or alternative quadrature technique for the evaluation of the im-
proper integral in the used Green’s function.

– A detailed investigation of Thomasson’s solution and Y. L. Li’s solution for
the sound radiation above an impedance planes. These solutions may allow a
faster evaluation of the matrix coefficients for a given geometry and boundary
condition of the impedance plane.

– The combination of the current half-space BEM with Fast Multipole Methods
and a reformulation in terms of the indirect BEM approach.
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Appendix AInterior sound �eld of a 
ylinder
In the following the acoustic modes of the interior domain of cylinders are anal-
ysed analytically. Cylinders are used as Kirchhoff’s surfaces in Chapter 3. The
knowledge about the mode shapes is important for a correct positioning of the
CHIEF points. The CHIEF points are additional collocation points, which are
used to remedy the non-uniqueness of the BEM for an exterior problem at the
eigenfrequencies of the associated interior problem, see Section 3.4. The CHIEF
points only work properly if they are not located at the nodal lines of the interior
modes. The boundary condition at the surface of the cylinders is p = 0 at S. The

Figure A.1.: Geometry of a cylinder.
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sound field inside the cylinder can be described by the ansatz

p(r,φ, x, t) = R(r) Φ(φ) X(x) T(t), (A.1)
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108 A. Interior sound field of a cylinder

with

R(r) = A Jm(krr) + B Nm(krr), (A.2)

Φ(φ) = Φ0ejmφ, (A.3)

X(x) = C sin(kxz) + D 
os(kxz), (A.4)

T(t) = T0ejωt . (A.5)

From the wave equation in polar coordinates follows

−
ω

c0 + k2
x + k2

r = 0 ,
k2

x = k20 − k2
r . (A.6)

kr and kx can be determined by inserting the boundary conditions

p(r = R) = 0, p(x = 0) = 0 and p(x = L) = 0
into Eqs. (A.1) – (A.5):

p(r = R) = 0 ⇒ Jm(krR) = 0, (A.7)

p(x = 0) = 0 ⇒ D = 0, (A.8)

p(x = L) = 0 ⇒ kxL = nπ ⇒ kx = nπ/L, (A.9)

where L denotes the length of the cylinder. Since the Neumann function has a
singularity at r = 0, it has to be eliminated from the solution, i.e. B = 0. The
wave numbers in radial direction kmi

r are given by the i-th zeros of the m-th
Bessel function Jm(xmi) = 0,

kmi
r =

xmi

R
. (A.10)

The first zeros of the Bessel function of order 0 6 m 6 3 are listed in Tab. A.1.
The resulting pressure distributions along the cross section of the cylinders for
the first modes are shown in Fig. 3.28 at Page 54. The nodal lines of the radial
sound field can be clearly recognized.
The wave number in x-direction can be obtained from

kmi
x =

√

k20 − (kmi
r )

2
=

√

k20 − (xmi/R)2 . (A.11)

The wave number kmi
x is only real above the cut-on frequency fmi, i.e. for k20 >

(xmi/R). That means, the m, i-mode can only propagate above fmi. Table A.2
shows the cut-on frequencies for the tenth cylindrical Kirchhoff’s surface of the
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m/i 0 1 2 3

0 * 2.404825558 5.520078110 8.653727913
1 - 3.831705970 7.015586670 10.17346814
2 - 5.135622302 8.417244140 11.61984117
3 - 6.380161896 9.761023130 13.01520072

Table A.1.: First zeros xmi of the Bessel function Jm(x).

m/i 0 1 2 3

0 * 1210 2777 4354
1 - 1928 3530 5119
2 - 2584 4235 5846
3 - 3210 4911 6548

Table A.2.: Cut-on frequencies fmi of the tenth cylindrical Kirchhoff’s surface
of the HD-flame.

HD-flame, which has a radius R10 = 0.1085 m (see Tab. II in Paper IV). According
to Tab. A.2 the occurrence of several eigenfrequencies can be expected in the
interesting frequency range up to 4500 Hz. The eigenfrequencies of the finite
cylinder are given by

√

k20 − (xmi/R)2 = nπ/L . (A.12)

The solution of the transcendental equation (A.12) can be found graphically or
numerically, as it has been done in Fig. 3.29 at page 57.





Appendix BDerivation of the sound intensity spe
traldensity
In this section the derivation of the expression for the mean intensity spectral
density, Eq. (3.10), is presented. The starting point is Eq. (3.7), which describes
the time-averaged intensity of an arbitray measurement sequence. The functions~p(t) and ~vn(t) are representable as sums of periodic components and an aperiodic
or random component. Generally, the intensity ~In can be expressed as cross-
correlation function of ~p(t) and ~vn(t)~In(τ) = lim

T→∞

1
T

∫+T/2
−T/2 ~p(t + τ)~vn(t) dt. (B.1)

Eq. (3.7) represents ~In(τ) for τ = 0. The cross-correlation function ~In(τ) exists,
since the time-averages of |~p(t)|2 and |~vn(t)|2 exist [77, Ch. 18.10-8],

〈

|~p(t)|2〉 = lim
T→∞

1
T

∫T/2
−T/2 |~p(t)|2 dt < ∞, (B.2)

〈

|~vn(t)|2〉 = lim
T→∞

1
T

∫T/2
−T/2 |~vn(t)|2 dt < ∞. (B.3)

The corresponding cross-spectral density is assigned by the Wiener-Khinchine
relations

In(ω) =

∫∞

−∞

~In(τ)e− jωτ dτ. (B.4)

It is defined as
In(ω) = lim

T→∞

1
T

p(ω)v∗n(ω), (B.5)

111
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where p(ω) and vn(ω) are the Fourier transforms of the truncated functions ~p(t)

and ~vn(t),

p(ω) =

∫T/2
−T/2 ~p(t)e− jωt dt, vn(ω) =

∫T/2
−T/2 ~vn(t)e− jωt dt. (B.6)

p(ω) as well as ~v(ω) are two-sided density spectra according to the definitions
of the Fourier transform. The intensity cross-spectral density has the dimension
[Wm−2Hz−1]. The expected value of N occurrences of the intensity cross-spectral
density In(ω), Eq. (B.5), resulting from N measurement sequences, is

Ii
n(ω) = lim

N→∞

1
N

N∑

i=1 lim
T i→∞

1
T i

pi(ω)vi∗
n (ω), (B.7)

what was to be demonstrated.
Just to mention, the common formulation [71, 76], [153, Ch. 106]

In(ω) =
12ℜ{p(ω)v∗n(ω)} (B.8)

denotes the one-sided real intensity spectrum with the dimension [Wm−2]. It can
be derived from the instantaneous intensity~In(t) = ~p(t)~vn(t) (B.9)

by assuming that both ~p(t) and ~vn(t) are coherent, time-harmonic functions,
cf. [71, p. 58].



Appendix CMonopole sour
e above an in�nite plane
In this section an expression for the radiated sound power of a monopole source
above a rigid or soft infinite plane is derived. The monopole source is located at
~y, its image source at ~y ′. The geometry of this setting is shown in Fig. C.1. The

Figure C.1.: Geometry of a monopole
source at ~y above a plane Sp.
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total pressure at ~x is given by

p(~x) = Asrc

(

e− jk0r14πr1 + Rp

e− jk0r24πr2 ) , (C.1)

see Eqs. (4.8) and (4.9). In the far field, where r1, r2 → ∞ and h ≪ r1, the
geometrical description can be simplified:

r22 = r21 + (2h)2 − 4r1h 
os(ϑ) = r1 − 2h 
os(ϑ) + O

( 1
r1) for r1 → ∞, (C.2)

r2
r1 = 1 + O

( 1
r1) for r1 → ∞. (C.3)
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Using Eqs. (C.2) and (C.3) in Eq. (C.1) yields the approximate far field sound
pressure

p(~x) ≈ Asrc

e− jk0r14πr1 (1 + Rp ejk02h 
os(ϑ)
) . (C.4)

The radiated sound power is obtained by the integral over the sound intensity
along the surface S of a sphere in the far field, which is represented by the dashed
line in Fig. C.1.

PW =
12 ∫

S

p(~x)vn(~x)∗ dSx =
12ρ0c0 ∫

S

|p(~x)|2 dSx

=

∫ 2π0 ∫π0 |p(~x)|2r21 sin(ϑ) dϑ dϕ

≈ q

∫ 2π0 ∫π0 |1 + Rp ejk02h 
os(ϑ)|2 sin(ϑ) dϑ dϕ, (C.5)

with q = A2
src/(2ρ0c0(4π)2). By means of the substitution τ = 
os(ϑ), the integral

in Eq. (C.5) can be easily solved and yields

PW ≈ 8πq + 8πq Rp

sin(k02h)

k02h . (C.6)

The plane allows the sound radiation only in the upper half-space above the plane
and therefore, the actual radiated sound power is approximately the half of that
given in Eq. (C.6). So, the relation of the radiated sound power of the monopole
source above a rigid plane PW,half and of the monopole source in the unbounded
three-dimensional space PW,free is given by

PW,half ≈ PW,free(1 + Rp

sin(k02h)

k02h )

(C.7)

with PW,free = 4πq.



Appendix DGauss-Laguerre Quadrature
The Gauss-Laguerre quadrature can be applied to solve integrals of the form
∫∞0 xαe−xf(x) dx by the quadrature formula

∫∞0 xαe−xf(x) dx =

n∑

k=1 wnkf(xnk) + Rn, (D.1)

cf. [145, Ch.7.5]. The nodes xnk are the zeros of the Laguerre polynomials
L

(α)
n (x). Rn denotes the remainder. The Laguerre polynomials are defined as [154,

8.970(1)]

Lα
n(x) =

1
n!x−αex dn

dxn
xα+ne−x =

n∑

m=0(−1)m

(

n + α

n − α

)

xm

m! . (D.2)

They are orthogonal on the half-line 0 6 x < ∞ with respect to the weight
function w(x) = xαe−x. The corresponding Gaussian weights wk are determined
by [155, (5.12)]

wnk =
Γ(n + α + 1)xα

nk

[xα
nkLα

n
′ (xα

nk)]
2
n! , (D.3)

with Γ as Gamma function, which obeys Γ(n) = (n−1)! for n ∈ N [154, 8.339(1)].
All integrands in Eqs. (4.15), (4.24), (4.25) and (4.26) can be transformed into a
form

∫∞0 e−xf(x) dx, i.e. α = 0 for all integrals, which are examined in this work.
Zeros and weights for the Gauss-Laguerre quadrature for α = 0 are given for

n 6 15 in [32, Tab. 25.9] and for n 6 32 in [145, App. C] or [146, 156].
But the available numbers were not always sufficient to solve the integrals, see

for instance Fig. 4.18 of this thesis or Fig. 17.8 of Paper V. Thus, the calculation
of additional zeros and weights became necessary. The calculation procedure
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116 D. Gauss-Laguerre Quadrature

followed the suggestions in [155]. The zeros were found by applying a cubically
convergent formulation of Newton’s formula

xi+1 = xi −
f(xi)

f ′(xi)

[1 +
12 (1 −

1
xi

)

f(xi)

f ′(xi)

] , (D.4)

where the ratio Ln(x)/L ′

n(x) was evaluated by a continued fraction

Ln(x)

L ′

n(x)
=

x

n−

n22n − 1 − x−

(n − 1)22n − 3 − x−

(n − 2)22n − 5 − x−
. . . (D.5)

The initial guess of the zeros was made by an incremental scanning of the range0 < x < 400 with a step size of ∆x = 5 ·10−4 for x 6 0.1 and ∆x = 0.1 for x > 0.1.
The found zeros were sort into an n×1 array. The weights were directly obtained
by an evaluation of Eq. (D.3). The calculated zeros and weights were checked by
the formulas given in [146] and [155]:

n∑

k=1 xnk = n2 , (D.6)

n∏

k=1 xnk = n! , (D.7)

n∑

k=1 wnk = 1. (D.8)

With this procedure, reliable zeros and weights up to n = 97 could be found.
Fig. D.1 shows exemplarily the checksum for the calculated zeros of the Laguerre
polynomials. For n > 97 the checksum deviates strongly from the reference
value n2. The same can be observed regarding the other test functions and the
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Figure D.1.: Plot of the checksum Eq. (D.6)
for the calculated zeros of the Laguerre
polynomials.
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weights. Therefore, the application of the Gauss-Laguerre quadrature, Eq. (D.1),
was limited to n 6 97 throughout this thesis.

In the following the zeros and weights of the Laguerre polynomials for n = 48,
64, 80 and 96 are listed as they were used in the thesis.

n Zeros Weights
48 2.981123582996229500e-002 7.426200582855775600e-002

1.571079906178750900e-001 1.522719498092273100e-001

3.862650375764528100e-001 1.904090882635676400e-001

7.175746941169671700e-001 1.866330594884085000e-001

1.151393834026429800e+000 1.534242001357548300e-001

1.688185823419046800e+000 1.087796928048792400e-001

2.328527006653214200e+000 6.746073848203983100e-002

3.073110861652640100e+000 3.688118718307163700e-002

3.922752413046476600e+000 1.785682407915916900e-002

4.878393355921337700e+000 7.677610259907287200e-003

5.941108054624542100e+000 2.935535413274991900e-003

7.112110535890734800e+000 9.987322141145620200e-004

8.392762599091222200e+000 3.034636874249801300e-004

9.784583184687319200e+000 8.389729707559262800e-005

1.128925916800951900e+001 1.633273200972794800e-005

1.290865777828552700e+001 2.885386294757852000e-005

1.464484088320971700e+001 1.004412505133046100e-007

1.650008142896458500e+001 3.721728298900674500e-010

1.847688238687410900e+001 4.587510475891300400e-012

2.057799863402220100e+001 1.957795344242331300e-013

2.280646229052137400e+001 4.262872326151065800e-015

2.516561215643910600e+001 4.270162725048975800e-018

2.765912804448053200e+001 5.667902000572119600e-020

3.029107100100856400e+001 1.251708991569934400e-021

3.306593066249874400e+001 1.886001583608776700e-024

3.598868132747893600e+001 1.611017536859860800e-025

3.906484876419777000e+001 1.285482681853121700e-027

4.230059036290309400e+001 2.487933319733643900e-029

4.570279203851146800e+001 1.856176334946463700e-031

4.927918638283679100e+001 1.896239876576773700e-032

5.303849808781666300e+001 8.267290726438679600e-034

5.699062481480447700e+001 1.974733867810212600e-033

6.114686478614022700e+001 6.561369823951552800e-038

6.552020692901861300e+001 1.344764749916119500e-039

7.012570623611318900e+001 3.787862589385241200e-042

7.498097751891131700e+001 2.000071166612331600e-044

8.010685735032439000e+001 4.618749434942286900e-046

8.552831111603417500e+001 1.617048659018728500e-046

9.127570799366809200e+001 1.266246223837077200e-049

9.738666771358153100e+001 7.808128648695307300e-052

1.039088333571762500e+002 1.137521838806771100e-053

1.109042208849762800e+002 8.217855213867806800e-047

1.184564250462836400e+002 2.246627244098326800e-057

1.266834257688858300e+002 1.181561684165349400e-057

1.357625895778643000e+002 1.197553650708153700e-061

1.459864327094634600e+002 5.754029077396281600e-064

1.579156120229780000e+002 5.684037899736413700e-068

1.729963281485596800e+002 1.300486556997111600e-074

64 2.241587414670615300e-002 5.625284233930856500e-002

1.181225120967627900e-001 1.190239873115246400e-001

2.903657440180280000e-001 1.574964038603987300e-001

5.392862212279907500e-001 1.675470504213599200e-001

8.650370046481220500e-001 1.533528558262665100e-001

1.267814040775239200e+000 1.242210546032455200e-001

1.747859626059432100e+000 9.034228717470778300e-002

2.305463739307502400e+000 5.947785163049286400e-002

2.940965156725252600e+000 3.562760491687755300e-002

3.654752650207294500e+000 1.947758286830489700e-002

4.447266343313100600e+000 9.773153684748453800e-003

5.318999254496390000e+000 4.357282688581676600e-003

6.270499046923657900e+000 2.347477872688442500e-003

7.302370002587385200e+000 3.001017122109486300e-004

8.415275239483021300e+000 6.468194718338064800e-004

9.609939192796117500e+000 2.727255919042036500e-006

1.088715038388636800e+001 1.184788931844316000e-009

1.224776450424431000e+001 4.470506137458739500e-011

1.369270784554750600e+001 1.469674085931901200e-013

1.522298111152472600e+001 7.585341674247746200e-015

1.683966365264876000e+001 6.160506024624121200e-017

1.854391817085919000e+001 1.225520933066315100e-019

Table D.1.: Zeros and weights of the associated Laguerre polynomials for n =

48, 64, 80 and 96.
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n Zeros Weights
2.033699594873024100e+001 3.535637405315600300e-022

2.222024266595088800e+001 1.769333098317601600e-024

2.419510487593325700e+001 2.781030285667655100e-026

2.626313722711848400e+001 3.402773846369594700e-028

2.842601052750101700e+001 6.847732063036272100e-030

3.068552076752597200e+001 4.963819572032958300e-031

3.304359923643782100e+001 9.353149492598748000e-033

3.550232389114118800e+001 2.477969887040512000e-036

3.806393216564647700e+001 4.239028331839452300e-037

4.073083544445862000e+001 3.641705978592920500e-040

4.350563546642152300e+001 4.693162136557847000e-042

4.639114297861619500e+001 3.273369815880679000e-040

4.939039902562468900e+001 1.557488885602912500e-045

5.250669934134629800e+001 3.822206985836815500e-046

5.574362241327836600e+001 1.191262857197502200e-049

5.910506191901711000e+001 9.323680006297660900e-052

6.259526440015140000e+001 7.976869273546082900e-054

6.621887325124757200e+001 5.219071569119694000e-056

6.998098037714683500e+001 3.904136096143558400e-058

7.388718723248297200e+001 5.592589802340097000e-060

7.794367743446311200e+001 7.651876828365938700e-062

8.215730377831930300e+001 1.507973665785066200e-063

8.653569334945652300e+001 2.321661390839127500e-065

9.108737561313309100e+001 7.656186019990635200e-067

9.582194001552072400e+001 4.277368680180562400e-069

1.007502319695139800e+002 3.339714045147446100e-068

1.058845994687999500e+002 9.625807392322787400e-073

1.112392075244395800e+002 2.203134526676485400e-074

1.168304450513065000e+002 6.917103195369895900e-077

1.226774602685385800e+002 3.404613344948213900e-079

1.288028787692376800e+002 3.504365329816201200e-081

1.352337879495258300e+002 3.947143262826829200e-083

1.420031214899315200e+002 2.781905740189933700e-085

1.491516659000493800e+002 2.923788481669623300e-087

1.567310751326711800e+002 3.295799901148357000e-089

1.648086026551505100e+002 2.913420199028532800e-091

1.734749468364242700e+002 3.325505601588954800e-093

1.828582046914314700e+002 2.286265357789005500e-095

1.931511360370729200e+002 3.017203039257350600e-097

2.046720284850594900e+002 1.003779494336297500e-097

2.180318519353285200e+002 3.463751662603645000e-101

2.348095726583815400e+002 1.709355475631221600e-105

80 1.796042330070719800e-002 4.527264146762074300e-002

9.463991299436547200e-002 9.762269113123585300e-002

2.326228681258748500e-001 1.336585279815846700e-001

4.319925478024092000e-001 1.493764582616732000e-001

6.928288613520345900e-001 1.458470697926569600e-001

1.015232556189476200e+000 1.279804694604408100e-001

1.399327687842864700e+000 1.024036457228953300e-001

1.845262303835863500e+000 7.534407498025813600e-002

2.353208871609254500e+000 5.124231201767415900e-002

2.923364686555416800e+000 3.230914852011215100e-002

3.555952314046138900e+000 1.902216362285802400e-002

4.251220082309900200e+000 1.053567793380848400e-002

5.009442633620182100e+000 4.208818962240315700e-003

5.830921538608728300e+000 3.591156083304103900e-003

6.715985977851300200e+000 6.772205575814261800e-006

7.664993494891755100e+000 2.508766803475241100e-008

8.678330825167703800e+000 3.759867176165261900e-010

9.756414805742958100e+000 1.659874637272086300e-011

1.089969337128785700e+001 1.067114171861033800e-014

1.210864664236568600e+001 1.008829591167663400e-015

1.338378811277864800e+001 8.111037989221677300e-018

1.472566594350860200e+001 8.211325623456514500e-019

1.613486437166245900e+001 1.571557668971245800e-023

1.761200524381443300e+001 4.242463293547919300e-026

1.915774968424125600e+001 2.952870665760292200e-028

2.077279990979209900e+001 2.761193306529811400e-030

2.245790120454044100e+001 1.295356751639924600e-032

2.421384406895865000e+001 3.834619044449760600e-034

2.604146656016558500e+001 1.067217131732532100e-035

2.794165684185946200e+001 6.499051587621124900e-037

2.991535596490099300e+001 1.084026126275292000e-038

3.196356090220893600e+001 3.214303438606540700e-042

3.408732786472619100e+001 1.629168641582820100e-044

3.628777592878145700e+001 1.629156873502164300e-046

3.856609100929222900e+001 1.438200394261472300e-048

4.092353021803128100e+001 2.635535127575644500e-051

4.336142665173121500e+001 5.050274418147276400e-053

4.588119466127889000e+001 2.711720765061552100e-055

Table D.1.: Zeros and weights of the associated Laguerre polynomials for n =

48, 64, 80 and 96.



119

n Zeros Weights
4.848433566083317500e+001 3.336043311659626600e-057

5.117244454460700400e+001 6.308192966767756000e-059

5.394721678955443200e+001 4.386669111833254500e-060

5.681045633463621400e+001 7.366544509640817400e-061

5.976408434210994600e+001 1.249150569455572800e-063

6.281014896392648000e+001 8.908420322799617000e-066

6.595083625745606100e+001 6.793854132641378400e-069

6.918848242023628400e+001 1.284310120314103800e-070

7.252558754426334500e+001 9.705454120663609600e-073

7.596483112786417300e+001 1.750563656508454900e-074

7.950908962908883400e+001 5.256726686436844300e-076

8.316145640105368400e+001 9.325733728039360500e-078

8.692526441961563000e+001 2.172484652622407100e-077

9.080411230094075800e+001 7.516946782002685700e-081

9.480189421594744200e+001 1.297702308404737400e-083

9.892283444694058400e+001 1.741262232776274400e-085

1.031715275080391300e+002 8.519685961085303000e-088

1.075529849775399100e+002 6.807112452098160900e-090

1.120726904841283300e+002 1.583318314955419000e-091

1.167366646735036700e+002 6.792847822949990100e-094

1.215515424909526300e+002 6.841361259613952000e-096

1.265246657965155500e+002 1.081781934882235700e-097

1.316641952521202900e+002 1.119123325432105300e-099

1.369792466869369900e+002 1.837578897402000600e-101

1.424800589121616100e+002 1.959227119570111100e-103

1.481782024550044500e+002 1.910170450806438900e-105

1.540868422817987100e+002 3.967732895328394700e-107

1.602210728700957200e+002 2.407522466378377200e-109

1.665983519340539400e+002 4.817350446172285700e-111

1.732390713342495000e+002 3.365444524362328000e-113

1.801673230490323200e+002 2.248084507883307400e-115

1.874119496769637900e+002 3.655607340270085300e-117

1.950080224415329700e+002 3.305794249391232000e-119

2.029989841950749400e+002 3.548550834729651200e-121

2.114398704948364700e+002 1.990079747392337500e-123

2.204023681517357400e+002 1.191354953738333200e-125

2.299832060756799900e+002 1.163853564180680300e-127

2.403190870558415500e+002 3.531876600593746000e-130

2.516158793304996100e+002 5.332993059655588100e-132

2.642138238831991000e+002 2.397135229453975000e-134

2.787667330460045600e+002 8.214272628890142800e-135

2.969665119956259200e+002 4.035034118907877600e-140

96 1.498247386281096500e-002 3.787857622568759800e-002

7.894612304879709800e-002 8.271990609731048900e-002

1.940394361941618900e-001 1.158667991376338700e-001

3.603184994030259000e-001 1.338323000929583200e-001

5.778305997114303600e-001 1.364333038349365100e-001

8.466343334083689100e-001 1.262862173442002300e-001

1.166801575278799000e+000 1.076924233651582600e-001

1.538417935202949400e+000 8.532454746187034800e-002

1.961582977838271800e+000 6.314354364833571500e-002

2.436410401398999300e+000 4.375348198808660200e-002

2.963028219390469800e+000 2.906326439211654200e-002

3.541578958083532400e+000 1.422949729137813400e-002

4.172219874479179000e+000 1.654470481226620900e-001

4.855123197087318800e+000 3.635937215398905800e-005

5.590476391052785500e+000 4.593537356401419600e-007

6.378482448916909000e+000 3.875523739754360400e-009

7.219360208264735200e+000 1.561261879108512900e-009

8.113344697561959900e+000 1.064119237782156500e-013

9.060687511578658300e+000 7.179698765530639200e-016

1.006165721792037200e+001 5.224038125371649200e-018

1.111653979632728800e+001 5.335399716981233200e-021

1.222563911256062900e+001 5.216582935449323700e-023

1.338927742886799000e+001 1.421269396226435800e-024

1.460779595321225700e+001 9.171164135114507300e-027

1.588155542965692000e+001 1.238792872288592600e-028

1.721093677253059400e+001 7.523912264270735300e-031

1.859634174724747900e+001 5.883171929513453700e-034

2.003819370093648200e+001 4.056129821003099700e-036

2.153693834634003700e+001 3.497432382671259600e-038

2.309304460278017500e+001 1.494388589964424300e-039

2.470700549836556800e+001 5.320254815865791300e-042

2.637933913802543600e+001 2.681216348436071500e-042

2.811058974241968400e+001 3.230555782810911800e-045

2.990132876328394900e+001 5.248292568929479500e-047

3.175215608134193300e+001 1.185965527784803600e-050

3.366370129355205900e+001 3.682504798251326200e-052

3.563662509717134000e+001 4.178181132349400300e-053

3.767162077891715200e+001 4.925450824988014500e-057

Table D.1.: Zeros and weights of the associated Laguerre polynomials for n =

48, 64, 80 and 96.
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n Zeros Weights
3.976941581840657800e+001 4.069234421113295300e-059

4.193077361606334100e+001 1.774235923907944000e-061

4.415649535682295100e+001 1.570851401561874700e-063

4.644742202225501200e+001 8.680321716649747500e-066

4.880443656518196600e+001 3.349789262178658400e-067

5.122846626253059600e+001 2.539979521575203600e-069

5.372048526403948200e+001 2.432677382828968200e-071

5.628151735659689300e+001 5.621280789990370300e-073

5.891263896644577600e+001 2.931112700354419500e-074

6.161498242431208200e+001 7.589676011003365700e-077

6.438973952175925300e+001 3.171113223431756100e-079

6.723816539080927200e+001 9.564923260770186200e-081

7.016158274319579400e+001 2.626039043173193400e-083

7.316138651062802000e+001 1.065996689026329300e-085

7.623904893327643600e+001 2.349606364108156100e-087

7.939612515049825000e+001 2.185462648243589800e-089

8.263425935578989400e+001 2.957523965241690300e-091

8.595519158731968900e+001 1.766859347059714300e-093

8.936076523643990300e+001 2.441095800050822600e-095

9.285293536965613700e+001 4.839299177688167700e-097

9.643377797507984900e+001 4.840753097602172700e-099

1.001055002629519200e+002 2.981178270772608500e-101

1.038704521720840100e+002 3.381966880312950900e-103

1.077311392608829300e+002 6.926882256546050000e-105

1.116902371940922800e+002 1.295679236785464700e-106

1.157506080759045700e+002 1.713058909422790500e-108

1.199153189284560000e+002 4.146969600262774500e-110

1.241876626742425700e+002 8.066072576386799000e-112

1.285711820547140900e+002 6.524709317187296200e-113

1.330696970091988800e+002 1.725464563941738000e-112

1.376873361536594600e+002 3.026493048979237900e-116

1.424285731446393600e+002 2.505937310716265200e-118

1.472982688996606300e+002 6.150865037950803900e-119

1.523017208842670400e+002 3.722337758653483900e-123

1.574447209857949600e+002 7.698524048336874200e-125

1.627336238997838800e+002 2.105004975435383900e-127

1.681754284920079400e+002 4.333685345664241000e-129

1.737778753179440500e+002 4.343384059829623400e-131

1.795495644554947900e+002 1.326181355022098900e-132

1.855000991442821600e+002 3.081098809377627800e-134

1.916402625884897500e+002 4.964711352385594000e-137

1.979822379189962200e+002 3.664863478218732500e-139

2.045398851133784300e+002 3.797192677830058200e-141

2.113290942611680000e+002 7.250513928941797300e-143

2.183682429565865800e+002 4.316500383513183200e-145

2.256787985234694500e+002 2.887311341020676100e-147

2.332861262278312300e+002 3.366992026455963600e-149

2.412205980367763200e+002 1.568217122211036000e-151

2.495191530625291400e+002 7.627106723856238000e-154

2.582275608164192700e+002 4.179419163653824900e-156

2.674038241570986000e+002 2.963101623369087900e-158

2.771235253160818400e+002 1.182662197104633800e-160

2.874886968264098600e+002 3.685347627611598500e-163

2.986436136993047500e+002 7.372462276742866200e-166

3.108056796861862400e+002 2.623189922065000300e-168

3.243344504123146500e+002 2.292667036183474900e-171

3.399214093107306700e+002 1.583889927212473700e-174

3.593576199950017000e+002 3.782482022694820000e-178

Table D.1.: Zeros and weights of the associated Laguerre polynomials for n = 48,
64, 80 and 96.
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Abstract [546] The research project “Combustion Noise” concentrates on the development
of methods for the prediction and minimisation of the noise generation by combustion in
general and for aircraft engines in particular. In the present subproject the application of the
acoustical Boundary Element Method (BEM) and Equivalent Source Method (ESM) for the
prediction of noise from a free diffusion flame is investigated. These acoustical methods have
been coupled with a Computational Fluid Dynamics-technique to describe the noise from the
combustion process. The coupling of the BEM/ESM and the CFD–Simulation is realised on a
Kirchhoff–surface. As coupling variables the normal velocity on the Kirchhoff–surface is used.
The coupling was realised on different cylindrical surfaces with increasing radii around the
centre of the flame. The results for the radiated sound power of the diffusion flame depending
on the distance of the surfaces from the flame centre is discussed.

1 INTRODUCTION

The subject of interest, an open diffusion jet flame, is characterised by turbulent flow-fields,
chemical reactions, heat transfer and the interaction of these processes. The governing equations
of the combustion process are solved by a Large Eddy Simulation (LES), a powerful numerical
technique from Computational Fluid Dynamics. The fluctuations of physical quantities that
act as sound sources are calculated in a small computational domain around the flame with
high time and spatial resolution. The sound field generated by those sources, in particular at
large distances, can be computed in a faster and more efficient way by using the calculated
fluctuations as input data for acoustical methods. The acoustic analogy (AA) or the linearized
Euler equations (LEE) are often used as the coupling procedure to determine the sound field [3].
In the present work, the CFD domain is coupled to the radiation zone by a control surface, the
Kirchhoff–surface, which must enclose all acoustical sources of the flame and has to be located
in an homogeneous environment free of flow and temperature gradient. On this Kirchhoff–
surface the normal velocity as Neumann boundary condition for the acoustic radiation problem
is obtained from the LES calculation. This coupling is referred to as the Kirchhoff–method. The
advantage of the Kirchhoff-Method is that only the surface integral on the control surface has
to be evaluated to calculate the radiated sound field in the radiation zone, its possible drawback
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is the requirement of no flow and no temperature gradients outside the control surface. Hence,
the positioning of the control surface and the exact description of the acoustic quantities on
this surface are the sensitive points of the Kirchhoff–method.

In order to examine the influence of the position of the control surface, the sound radiation
of different control surfaces with varying distance from the flame centre was studied. Since flow
and temperature gradient decline with increasing distance to the flame the sound radiation
should converge to the true value with increasing radius of the control surface.

2 THE ACOUSTIC METHODS

While the BEM solves the Helmholtz–Integral–Equation for exterior field problems on the
control surface of the structure, the ESM replaces the original sound source with a system
of acoustical elementary sources inside this control surface which satisfy the wave equation
and radiation condition in the ambient medium and fulfil the boundary conditions on the
surface. Detailed descriptions of these acoustical methods can be found e.g. in [8], [12]. Both
methods are well approved for the calculation of the sound radiation from structure–borne
sound. Up to now there are only few attempts to apply these methods in the field of thermo–
or flowacoustics [3].

3 COMPUTATIONAL MODEL

3.1 Flame model
The flame model is a turbulent hydrogen jet diffusion flame, combusting a highly diluted
mixture of H2 and N2 at the volume ratio of 23 : 77. The stoichiometric mixture fraction
is fstoic = 0.583. The fuel was diluted in order to slow down the chemical reactions, i.e. to
stabilise the numerical simulation. Due to the high dilution the flame burns close to its blow-off
limit. The circular nozzle diameter is D = 8 mm and the fuel discharges with a bulk velocity of
Ubulk = 36.3 m/s into air co-flowing at Ucoflow = 0.2 m. The corresponding Reynolds-number
is 16000. The flame was numerically and experimentally investigated in detail at the Technical
University of Darmstadt [4],[5].

The Large-Eddy-Simulation (LES) of the flame was executed on a cylindrical computa-
tional domain of 48 nozzle diameters D length and radius 30D. The numerical grid consisted
of 257 x 32 x 60 (axial x circumferential x radial) cells. The simulation based on the steady
Flamelet model and the presumed-pdf method. The used numerical method assumes den-
sity to be independent of pressure (incompressibility), which is a widespread approximation
within the methods of computational fluid dynamics for the considered low Mach number flow.
The LES-code was developed at the Technical University Darmstadt, Institute for Energy and
Powerplant Technology. More detailed information about the used LES-model for turbulent
diffusion flames can be found in publications of this institute [4], [11]. For the acoustic calcu-
lations, velocity samples at spatial points on ten cylindrical surfaces with radii varying from
R = [6.7, 7.3, 7.9, 8.6, 9.3, 10.0, 10.8, 11.7, 12.6, 13.6]D and constant length L = 47.8D were
excerpted from the LES calculation within a timeframe of 0.17 · 10−1s with a sampling rate of
approximately 10000 Hz. The time series of the velocity were transformed into the frequency
domain by means of the Fourier transform before serving as input data for the BEM or ESM.

3.2 Acoustic model
From the point distribution given by the LES surface meshes of ten cylindrical control surfaces
were generated. To save computing time and memory the number of axial points was much
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Figure 1: Domain of the LES velocity samples at cylindrical surfaces around the flame (gray area).
The black line indicates the contour of the stoichiometric mixture fraction of the flame.

reduced to build the surface meshes, i.e. the grid of the cylindrical area was reduced to 33 x 32
points for the smallest cylinder with R1 = 6.7D and 19 x 32 points for the biggest cylinder
with R10 = 13.6D. The surface mesh for the cylinder of largest radius fulfills the requirement
of six grid points per wavelength up to a frequency of fmax = 3000 Hz.

BEM
The BEM for the calculation of the sound radiation of the presented Neumann problem does
not have an unique solution at the characteristic eigenfrequencies of the associated interior
Dirichlet problem. The CHIEF method was chosen to remedy the non-uniqueness at these
eigenfrequencies. A brief description of the CHIEF method can be found in [12]. Tests showed,
that ten equidistant CHIEF points at the axis of the cylinders provide satisfactory results at
the occurring characteristic eigenfrequencies. More details of the used BEM application and
test procedure are described in a former paper [1].

ESM
An ESM model is characterised by the distribution of acoustical elementary sources inside the
control surface. For the presented problem three different distributions of the source positions
were tested: a) 20 sources along the cylinder axis, b) 32 sources in parallel rings and c) 30 sources
in random positions over a smaller cylindrical shell of radius 0.5R and length 0.6L (see Fig. 2).
In each position, sources of zeroth, first and second order were considered, which correspond
to monopoles, dipoles and quadrupoles. The results presented in this paper correspond to

a) b) c) 

Figure 2: The three different distributions of source positions inside the mesh of the cylindrical control
surface.

configuration a) in Fig. 2. The results obtained by the other configuration do not differ notably
from this configuration.
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4 RESULTS

Starting from the given normal velocity distributions at the ten cylindrical surfaces as the results
of the LES, the pressure distributions at the same surfaces were calculated by the BEM and the
ESM for a set of frequencies. The sound power is then computed by integrating the acoustic
intensity over the control surfaces. Fig. 3 shows the radiated sound power P calculated by the
BEM for each cylinder. But the curves of the sound power are hardly plausible. The expected
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Figure 3: Sound power radiated by the ten control surfaces around the flame

convergence of the radiated sound power with increasing radii of the control surface can not
be observed. Also, the distinctive peaks in the higher frequency range are not assumed from
a real flame. Diffusion flames as the present flame should show an intense sound radiation in
the lower frequency range declining with the frequency [6], [7], [9], [10]. A closer examination
revealed, that the sound power radiation depends mainly on the velocity spectrum of the
centre of the inflow plane. Fig. 4 shows the velocity spectrum of the centre in comparison with
other points of the inflow plane. Only the spectrum of the centre point has considerable high
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Figure 4: Velocity spectrum of the centre and other points of the inflow plane of the cylindrical control
surface
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frequency components, all other points show a strong decay with the frequency. The Large Eddy
Simulation defines at this point an artificial turbulence as boundary condition. This artificial
turbulence with extreme high amplitudes over the whole frequency range is an unphysical value,
which obviously disturbs the acoustic approach. Fig. 5 show the sound intensity radiated by
the tenth control surface in the x,z–plane at the frequency = 1511 Hz (first peak of the radiated
sound power, see Fig. 3). The centre point of the inflow plane is clearly identifiable as the main
sound source. In order to remedy this numerical perturbation from the inflow condition of the

−0.5 0 0.5 1

−0.5

0

0.5

Figure 5: Sound intensity radiated by the tenth control surface at a frequency = 2700 Hz. The centre
of the inflow plane appears as main source of the sound radiation.

LES model the normal velocity of the inflow plane was set at zero. As it can be seen in Fig. 6
the unfamiliar peaks of the radiated sound power disappear, the differences between the sound
power of the different control surfaces are reduced and the radiated sound power decays with
the frequency for all surfaces. Altogether, the sound power spectra in Fig. 6 seem to be a more
reasonable representation of the sound radiation from an open flame than these in Fig. 3. In
Fig. 7 the radiated sound intensity is plotted which results from the new condition. Here the
sound is radiated mainly in direction of the flow.
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Figure 6: Radiated sound power of the ten control surfaces with the normal velocity on the inflow plane
set at zero
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Figure 7: Sound intensity radiated by the tenth control surface at a frequency = 2700 Hz. The normal
velocity at the inflow plane (x = 0) is set at zero.

Fig.8 shows the difference ∆L = LBEM − LESM of the BEM and the ESM calculation in
dB. Apart from the lowest frequencies the discrepancy of the results is marginal, though both
methods follow a different approach. This result is very positive, especially in face of the future
process, since both methods can approve themselves mutually.
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Figure 8: Difference of the radiated sound power calculated by BEM and ESM, ∆L = LBEM − LESM

5 CONCLUSIONS

The radiated sound power of an open diffusion jet flame was calculated by the Kirchhoff–
method, which is characterised by the coupling of a Large Eddy Simulation with the Boundary
Element Method or the Equivalent Source Method as acoustic methods based on the Helmholtz–
equation. The BEM and the ESM calculations show nearly the same results. The influence of
the position of the coupling surface was studied by varying the radius of the cylindrical surface
around the centre of the flame. Beside the characteristics of the surface also the influence of
the boundary conditions of the LES was examined. Especially the inflow boundary condition
seems to disturb the acoustic calculations. Neglecting the velocity on the inflow plane by
setting the values in this area at zero the assumed convergence of the radiated sound power for
the different coupling surfaces could be shown. The transfer of boundary conditions from one
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model to another has to be reviewed carefully in the further progress of the research project.
The small deviations originate possibly from the flow or temperature gradients in the ambient
environment of the Kirchhoff–surface. The influence of the assumption of incompressibility,
implied by the LES, on the acoustic calculations has not been studied yet.

The present work does not present the Kirchhoff–Method for the calculation of combustion
noise as readily elaborated, but it discusses the possibilities and difficulties of this method.
The planned experimental examination of the sound radiation from a diffusion flame will be an
important step for the validation of the method.
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Abstract 
A hybrid approach based on large eddy simulation (LES) and the equivalent source method 
(ESM) as well as the boundary element method (BEM) is applied to evaluate the noise 
radiation of open turbulent non-premixed jet flames. Hybrid approaches are well known and 
often used for classical non-reacting turbulent flows. The extension to turbulent reacting 
flows is presented here. For an open flame there is no strong influence of the acoustic field 
onto the flame. This is in contrast to enclosed flames, where the acoustic waves can easily 
induce combustion instabilities. Therefore, the flow simulation can be decoupled from the 
acoustic simulation. Furthermore, the very low Mach number of turbulent jet flames allows 
for an efficient incompressible formulation of the LES. From the instationary flow field 
resulting from the LES, the required information on a control surface or interface to the 
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acoustic method (ESM/BEM) can be extracted. By using two separate and specialized 
methods for the flow simulation and the acoustic simulation the large disparity of 
lengthscales in this problem can be exploited and the far field noise emission of the turbulent 
flame can be predicted at reasonable computational cost. The hybrid approach discussed 
above is shown to yield good results. Diluted non premixed hydrogen flames are considered 
and the results are compared to measurements of the flow field, the thermodynamical state of 
the fluid, as well as to acoustic measurements of the radiated sound power. These extensive 
comparisons validate not only the different numerical methods used, but also the complete 
hybrid approach presented. 

INTRODUCTION 

Hybrid approaches for the investigation of noise resulting from flow phenomena are 
widely used and a well accepted approach in the area of aeroacoustics [1], [2]. 
Especially in low Mach number flows, the fluid dynamical and acoustical 
lengthscales are separated by more than an order of magnitude. This allows the 
application of specialized techniques for each domain, namely the source region using 
computational fluid dynamics (CFD) and the acoustic propagation region all the way 
into the far field using computational aeroacoustics (CAA). Such a hybrid approach 
of an incompressible large eddy simulation (LES) for the fluid part and equivalent 
source or boundary element methods (ESM/BEM) for the acoustic part is applied to 
open, non-premixed turbulent jet flames in the present contribution. Especially for 
open turbulent combustion systems, the low Mach number approximation is 
applicable and hence an incompressible simulation saves computational costs and 
yields good results [3]. 

The use of instationary CFD such as the LES method is preferable, since here 
the turbulent spectrum does not have to be modeled completely. Therefore, 
conclusions of the sound output of such configurations can directly be drawn. In the 
case of a stationary RANS approach for the CFD part, the turbulent spectrum and 
therefore also the noise producing structures have to be modeled, limiting the general 
applicability of the hybrid approach. Finally, a direct approach, such as DNS of the 
flow field is beyond any feasible computational cost for technically relevant systems. 

CONFIGURATION AND NUMERICAL APPROACH 

The goal of this work is to predict and describe the direct combustion noise generated 
by turbulent non-premixed flames. For this purpose well investigated benchmark 
flames are used as a first target of investigation. The so called H3 flame, a benchmark 
flame of the TNF Workshop [4], as well as a slightly modified version, the HD flame 
[5], are simulated by means of LES and ESM/BEM. The flames consist of a simple 
round nozzle through which the fuel jet is injected coaxially into a slow coflow of air. 
The different parameters of the two flames are summarized in the following table 1. 
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Flame Fuel [vol%] ][mmD  ]/[ smU jet  ]/[ smUcoflow  Re  stoicf  
H3 50/50 H2/N2 8 34.8 0.2 10,000 0.310 
HD 23/77 H2/N2 8 36.3 0.2 16,000 0.583 

 
Table 1: Parameters of the two standard flames studied. 

Large Eddy Simulation of the Flow Field 

The well known Favre-filtered (Favre: density weighted) transport equations for mass 
and momentum, as well as the conserved scalar mixture fraction are solved. Here, the 
mixture fraction stands for a dimensionless enthalpy or element conservation 
equation. This is a well known approach for turbulent non-premixed combustion 
systems, usually called the Shvab-Zeldovich formalism [6]. The required chemical 
state, like the density or temperature is mapped as a function of the mixture fraction 
and then coupled back into the solver. Using this approach, a low Mach number 
approximation can be used for the reacting flow, where the density is not constant, 
but no function of the pressure at the same time. This is the characteristic property of 
an incompressible formulation with variable density. 

The governing equations are solved on a staggered cylindrical grid of 
6100.16032513 ⋅≈××  cells in axial × tangential × radial direction by the 

incompressible LES code FLOWSI. The code uses a 2nd order central scheme for the 
spatial derivatives in combination with a non-linear total variation diminishing (TVD, 
here CHARM) scheme for the steep gradients in the convective scalar transport. The 
time integration is performed by an explicit 3rd order low storage Runge-Kutta 
scheme. A Smagorinsky model with the dynamic procedure by Germano is applied to 
model the unclosed subgrid scales [7]. The chemical system is described by a steady 
flamelet approach integrated in a pre-processing step with a presumed β-PDF to 
model turbulence chemistry interaction [6]. The mean inflow profiles are superposed 
by artificially generated turbulence [8], while at the outflow a Neumann condition is 
applied. The circumferential outer boundary is described with a simplified 
momentum equation to allow for entrainment of fluid. For a detailed description of 
the current LES approach, please refer to the following publication [9]. 

Simulation of the Acoustic Far Field 

Based on the velocity data prescribed on a control surface, which encloses the flame 
source region the equivalent source method (ESM) as well as the boundary element 
method (BEM) are able to determine the acoustical field outside the control surface 
by evaluating the surface data [10], [11]. This is less computationally expensive than 
the evaluation of volumetric data by using Lighthill’s Analogy for example. 

The ESM replaces the original sound sources with a system of acoustical 
elementary sources inside the control surface which satisfy the wave equation and 
radiation condition in the ambient medium and fulfil the boundary conditions on the 
interface, here the given velocity in normal direction of the surface. The acoustical 
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field outside the control surface is described by the superposition of all the acoustical 
elementary sources. Details for the used ESM, like positioning and characteristics of 
the equivalent sources can be found in [12] and [13]. 

The BEM can be regarded as a special kind of equivalent source method. The 
equivalent sources are no longer located inside the control surface, but are moved to 
the surface itself. They are restricted to monopoles and dipoles. The elements of the 
discretized surface represent a set of a monopole and a dipole sources, respectively. 
By means of the Helmholtz-Integral-Equation (HIE) a system of equations can be set 
up for the pressure )(xp  on the Kirchhoff-Surface. 
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After solving the system of equations the pressure and normal velocity on the 
Kirchhoff-Surface are known and the sound field in the ambient medium can be 
calculated directly from these variables [11]. 

Coupling the two Approaches 

The coupling between the LES and the ESM/BEM methods requires the exchange of 
instationary velocity data. Since both acoustic techniques use a control surface to 
extract the appropriate source terms, the same cylindrical interface can be used. As an 
important restriction, the interface needs to enclose the complete source region of the 
flame and must be located in a flow region where no more influence of the flame 
takes place and hence the fluid is nearly quiescent. The spatial as well as the temporal 
resolution need to be matched accordingly.  

In the present case samples over a real time period of approximately 0.2 s with 
a resolution of 10 kHz were collected from the LES. The temporal signal is converted 
to the frequency domain by Fast Fourier Transform (FFT), using sections of 250 
samples with a 50% overlap for subsequent averaging, still maintaining a resolution 
of 40Hz. A detailed description of the coupling technique can be found in [14]. 

ACOUSTIC MEASUREMENTS 

To validate the numerical results the acoustical sound power of the flames was 
measured. The radiated sound power was obtained by measuring and integrating the 
sound intensity on a surface mesh around the flames. Additionally, the sound power 
of the isothermal flow was quantified for comparison. 
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Figure 1 shows the measured sound power density for the H3 und HD flame. 
The combustion process turns out to be the main source of sound. The sound power 
of the reactive flow is around 20 dB larger than that of the isothermal flow. While the 
isothermal flow shows distinct peaks of higher sound radiation, the flames emit 
broadband noise in a wide frequency range without tonal characteristics. Due to the 
strong similarity of the flames, the sound power spectra of the two flames do not vary 
substantially. 
 

 
 

Figure 1: Measurements of the sound power density of the H3 and HD flame as well as the 
corresponding isothermal cases. 

RESULTS 

The use of LES allows the extraction of instationary views of the flow field. As 
mentioned before, this is one of the reasons, why such a simulation technique is that 
attractive for acoustic hybrid approaches. As an example of such fields, the mixture 
fraction, the temperature and the mass fraction of OH are shown in figure 2 for a 
single timestep. Large structures, as well as small structures can be observed. 

Validation of the LES 

In order to assess the quality of the LES, a detailed comparison of the statistics with 
experimental findings has to be performed. Here, the results of the TNF-workshop 
can be used to validate the flow field, as well as the distribution of chemical 
properties. In figure 3, the mean and standard deviation of different quantities in axial 
direction are presented for the H3 flame as a representative example. The agreement 
between experiment and simulation is evident. Only close to the nozzle, the level of 
velocity fluctuations is slightly overpredicted. This relates to the nozzle shear layer, 
which is not resolved properly by the LES. The effect is well known and reduces with 
grid resolution of the LES, but cannot be overcome otherwise. 

Further radial comparisons at different axial positions are shown in figure 4. 
Mean values are presented in the left half of the graphs, while standard deviations are 
on the right side. Here the previous agreement of the LES is confirmed. The good 



 

6 

agreement of the temperature distributions is directly coupled to the mixture fraction, 
since only the chemistry model plays a determining role. 

 
 

Figure 2: Instationary views of the mixture fraction [-] with the stoichiometric value 
highlighted by an iso-line, the temperature [K], and the OH mass fraction [-] as a marker for 

the flame front of the H3 flame. 

 
 

Figure 3: Axial distribution of mean and standard deviation of the axial velocity [m/s], the 
mixture fraction [-] and the temperature [K] for the H3 flame. 

Resulting Acoustics 

The calculation of the radiated sound power provides a direct comparison to the 
acoustical measurements. Figure 5 shows the resulting sound power density for the 
ESM and BEM simulations, compared to the measurements. The ESM and the BEM 
simulations lead to nearly the same results, only in the lower frequency range the 
ESM results differ slightly from the BEM results due to ill-conditioned matrices at 
these frequencies. 
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Figure 4: Radial distributions of mean and standard deviation of the axial velocity [m/s], the 
mixture fraction [-] and the temperature [K] at different axial positions for the H3 flame. 

 
 

Figure 5: Comparison of the sound power density for the two configurations computed by 
ESM & BEM to the experimental results. 

For the HD flame the resulting sound power is in good agreement with the 
measured spectra. The differences between simulation and measurement do not 
exceed 3 dB up to 2 kHz. Above 2 kHz the decrease of the sound power is not well 
reproduced by the simulations. In contrast the simulation results for the H3 flame 
differ notably from the measured spectra. The sound power is strongly overestimated 
in the considered frequency range. Here a turbulent velocity distribution of the closed 
control surface at the downstream end may disturb the acoustic simulations. The 
control surface encloses the entire source region, i.e. it enters the non-linear region at 
the downstream end of the domain. For the HD flame, which is the shorter flame, the 
turbulent sources have weakened sufficiently in this region. In other words, the ratio 
of the stoichiometric flame length to the axial extension of the LES domain was not 
the same in both simulations and might lead to such differences. 

CONCLUSIONS 

The use of a hybrid approach combining an incompressible LES with ESM and BEM 
was shown to yield good results for the acoustic far field of open turbulent non-
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premixed jet flames. Certainly, further improvements are required in order to allow a 
detailed prediction of the combustion noise stemming from such configurations. 
Nevertheless, the approach is computationally efficient and very promising. 
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Hybrid methods, coupling CFD codes and acoustic methods like the acoustic analogy, the linearised Euler
equations and the Kirchhoff-Method are being used to predict the sound produced by turbulent combustion,
since the present computational power only allows an accurate estimation of the physical quantities, in a
reasonable computational time, near the source. This means that the acoustic far field cannot be determined
by a direct simulation. This research attempts to show that the Equivalent Source Method (ESM) and the
Boundary Element Method (BEM), which are considered as Kirchhoff-Methods, can also be used to deter-
mine the sound generated by combustion. These two methods have the advantage that only one acoustic
variable must be known at a surface surrounding the source zone and that the far field can be directly com-
puted. The sound power generated from two open diffusion flames have been calculated with both the
ESM and the BEM, using the velocity distribution over cylindrical control surfaces computed with a Large
Eddy Simulation. Results of the calculations are presented and compared with the measured sound power
of the same flames. For one configuration good agreement between measurement and simulation at low
and middle frequencies is obtained. Possible reasons for the differences for the other configuration will be
discussed.

1 Introduction

In the German basic research project "Combustion noise"
prediction tools for reduction of combustion noise are
under development, [1]. This is an extremely complex
task taking into account that it involves both the noise
generation due to the processes in the reactive zone (i.e.
turbulent flow and combustion) as well as the trans-
port/radiation of noise through turbulent area to the sur-
rounding. Due to its complexity a direct numerical sim-
ulation (DNS) is not possible and hybrid methods have
to be applied. This means that the source region (reac-
tive zone) is modelled typically with Computational Fluid
Dynamic (CFD) codes, while the propagation is han-
dled by standard acoustic methods such as the Kirchhoff-
Integral or the linearized Euler equations. In this paper
an approach is chosen where data are provided from in-
compressible Large Eddy Simulations on a defined sur-
face around the flame. These data are then the input to a
Boundary Element Model (BEM).

In the following the approach is described in detail.
The results from the BEM are compared with results
from the Equivalent Source Method (ESM) and measure-
ments, which were carried out for two different flames.
Additional measurements as the determination of the
sound power levels of the isothermal flow as well as for
varying Reynolds numbers have been made and will be
also presented and discussed in this paper.

2 Numerical Approach

The numerical approach consists of three parts,

• the model of the flame which describes the processes
in the source region,

• the Kirchhoff method which couples the source re-
gion to the surrounding medium and

• a BEM approach (and ESM approach respectively)
predicting the radiated sound field.

These three parts are described in the following.

2.1 The flame model

The flames studied in this paper are open, non-premixed
jet flames, whose properties were investigated thoroughly
and documented [4, 5]. They are referred to as the HD
and H3 flame. Details of the two flames can be found in
Table 1. Both flames are very similar aside from different
hydrogen/nitrogen ratios. To give an impression of the
studied flames, Fig. 1 shows the flame front of the H3
flame, indicated by the OH-mass fraction.

The turbulent flow field and the chemical processes in
the source region are simulated by Large Eddy Simula-
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tion (LES). The low mach number of the jet flames al-
lows an incompressible formulation of the LES, which is
very efficient. These simulations were done by F. Flem-
ming from the TU Darmstadt. Details of the used LES
approach can be found in [3].

Figure 1: A snapshot of the OH-mass fraction indicat-
ing the flame front of the H3 flame, which is one of the
studied jet flames

Table 1: Parameters of the studied jet flames

HD H3

fuel [vol%] 23/77 H2/N2 50/50 H2/N2

D [mm] 8 mm 8 mm
Ubulk [m/s] 36,3 m/s 34,8 m/s
Ucoflow[m/s] 0,2 m/s 0,2 m/s
Re 16000 10000
fstoic 0,583 0,310

fuel: hydrogen/nitrogen ratio, D: nozzle diameter, Ubulk: flow velocity,
Ucoflow: cowflow velocity, Re : Reynolds number, fstoic: stoichiometric

mixture fraction

As output from the model only the velocity field on the
Kirchhoff-surface can be used. Due to the incompress-
ible formulation of the LES pressure data could not be
obtained.

2.2 The Kirchhoff-Method

The Kirchhoff-Method is based on the coupling of a non-
linear source region and a homogeneous acoustical radi-
ation zone via a control surface. The control surface has
to enclose all acoustical sources. Beside this, the medium

in the acoustical radiation zone has to be sufficiently free
of flow and temperature gradient as required by the ho-
mogeneous acoustical wave equation.

From the LES velocity data at sampled time steps are ob-
tained on the control surface. These velocity distributions
serve as input data for a boundary element method, which
yields the pressure at the control surface. Once velocity
and pressure at the control surface are known, the radi-
ated sound power as well as the sound pressure at field
points in the radiation zone can be evaluated.

Another Kirchhoff-approach is discussed in [2], where
the equivalent source method is applied to the velocity
data of the LES. In the present paper the results of the two
approaches will be compared without giving a detailed
description of the ESM approach.

2.2.1 Coupling LES and BEM

As acoustical data, samples of the flow velocity in a cylin-
drical domain around the flame were gathered at every s
during the LES run. From the spatial distribution of the
sampling positions cylindrical surface meshes with in-
creasing radii from 6.7D to 13.6D could be formed. For
the HD-Flame a total number of 1717 velocity samples
at every spatial point where collected, for the H3 Flame
even longer time signals of 2619 samples for every spa-
tial point where generated. The time signals where trans-
formed into the frequency domain by Fast Fourier Trans-
formation.

Figure 2: Meshes of the cylindrical Kirchhoff-surface,
where the velocity data of the LES were sampled

The complex spectra of the normal velocity at each sur-
face point are the input data for the BE model.

2.3 The BE model

The BE approach is a direct BEM, which solves the
Helmholtz-Integral-Equation for exterior problems on the
control surface. The surface elements are regarded to be
constant.

Since the BEM for the presented Neumann problem does
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not have a unique solution at the characteristic eigen-
frequencies of the associated interior Dirichlet problem,
the CHIEF method was applied to remedy the non-
uniqueness at these eigenfrequencies. Ten equidistant
CHIEF points at the axis of the cylinders were chosen
and tests showed that thus a satisfactory regularisation
of the occurring irregular frequencies in the considered
frequency range could be achieved. The test method is
described in [6, 7].

3 Acoustic measurement

To validate the numerical results, the acoustical sound
power of the flames was measured. The radiated sound
power was obtained by measuring with an intensity probe
around the flames along the surface of a cube with dimen-
sions 1m× 1m× 1m. The intensity was then integrated
over all sides.

3.1 Radiated sound power

Beside the sound power of the burning flames also the
sound power of the isothermal flow was quantified. The
measured sound power levels are shown in Fig. 3. The
characteristics of the sound radiation of both flames do
not differ much due to the high similarity of the flames.
One can conclude that in a wide frequency range the com-
bustion noise level is much higher than the level due to
flow noise only. While the flow noise shows some dis-
tinct peaks, the reactive flow emits broadband noise, de-
creasing towards the higher frequency range.

Figure 3: Measured sound power levels of HD and H3
flame for the isothermal and the reactive flow, respec-
tively

3.2 Influence of the Reynolds number

For the H3-flame the flow velocity, which is propor-
tional to the Reynolds number, was varied additionally to
have a closer look on the noise generating mechanisms.
Fig. 4 shows the respective sound power levels. Assum-
ing an aerodynamical monopole source, the sound power
should scale with U4flow or Re4, respectively. In Fig. 5 the
same sound power levels are plotted after normalizing the
sound power with respect to the reference Reynolds num-
ber of Re=10000,

Lpnorm = Lp− 40 log10(Re/10000). (1)

The results obtained in this way confirm the assumption
of monopole characteristics quite well, despite for the
lowest Reynolds number where the noise due to the flame
is in the order or lower than the noise due to the flow. In
this case the tonal parts are especially dominant at higher
frequencies.

Figure 4: Sound power level of the H3 flame for varying
Reynolds numbers

Figure 5: Sound power level of the H3-flame, normalized
with respect to 40log10(Re/10000)
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A more closely determination of the noise generating
mechanisms is beyond the scope of this paper. An at-
tempt to find corresponding equivalent acoustical sources
to describe the sound generation of the flames can be
found in [2].

4 Simulation results

After obtaining the BEM solution for the pressure dis-
tribution p on the control surface, the radiated sound
powerP of the flames was calculated from this pressure
distributionp and the normal velocityvn, integrated over
the control surfaceS,

P =
1
2

∫
S

Re{pv∗n}dS. (2)

In Fig. 6 and 7 the calculated and measured spectra of
sound power level are shown for the two flames. Beside
the resulting sound power of the BEM simulation also the
results for the sound power calculated with the ESM ap-
proach (see [2]) are plotted. Firstly it can be recognized,
that both approaches give very similar results. Only in
the lower frequency range the deviations can be detected
for the HD flame, which may be caused by instabilities of
the ESM in this frequency range.

For the HD flame the simulated and the measured sound
power are in relative good agreement. The measured
sound power is slightly overestimated by the simula-
tions with 3-5 dB. In the higher frequency range above
2000 Hz, the simulated curves do not follow the further
decrease of the measured sound power level. In case

Figure 6: Simulated and measured sound power density
level of the HD flame

of the H3 flame this good agreement cannot be found
(Fig. 7). The frequency response of the measured and

simulated sound power level deviates much and the mea-
sured level is highly overestimated with at least 9 dB.
For a further investigation of this deviation the intensity

Figure 7: Simulated and measured sound power density
level of the H3 flame

level was calculated at some selected measuring points
and compared to the measured intensity level at these
points. Fig. 8 shows the position of the measuring points
P3, P6 and P7; the arrows indicate the direction of the in-
tensity vector. The dashed box represents the location of
the Kirchhoff-surface in this setting. In Fig. 9 the mea-

Figure 8: Position of the measuring points P3, P6 and P7

sured and simulated sound intensity level at these points
are plotted. Both curves match well for P3 (upper plot).
Point P3 has the largest distance from the flame axis as
well as the largest distance from the outflow plane of the
Kirchhoff-surface. The measured and simulated sound
intensity levels at the other two points differ strongly. The
difference at point P7, which is located more close to the
flame axis, is higher than at point P6. From these eval-
uations it can be concluded that the velocity field of the
outflow plane of the Kirchhoff-surface disturbs the acous-
tical simulations, especially near the flame axis.
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Figure 9: measured and simulated sound intensity level
of the H3 flame at the measuring points P3, P6 and P7

5 Conclusions

It could be shown, that the Kirchhoff-method, here re-
alised as a coupling of a incompressible Large Eddy Sim-
ulation and a Boundary Element Method, is a powerful
tool for the simulation of the noise, generated by open,
non-premixed jet flames.

Two different flames were investigated, which differ
mainly with respect to their fuel ratio. Regarding the ob-
tained results for the two flames, it can be concluded that
for one case (HD) the presented approach is able to pre-
dict the sound radiation of open, non-premixed jet flames
with high quality. Here, the agreement between calcu-
lations and measurement is good over a wide frequency
range.

For the second case (H3) the approach fails clearly for
the medium and high frequency range. This seems to be
mainly due the difference in the field at the outlet of the
cylinder. There, the calculated intensity flow was much
higher than the one through the sidewalls of the cylinder.
This does not agree with measurements of the intensity,
since the measured intensity flow through all surfaces is
of similar magnitude.

A comparison of the mean density and temperature at
the top of the Kirchhoff-surface between the two flames
shows lesser variation from the room density and temper-
ature for the HD flame than for the H3 flame. This sug-
gests that the Kirchhoff-surface was probably not large
enough for the H3 flame. A new calculation of the H3
flame with a longer cylinder is planned.

Various measurements have been carried out to deter-
mine the sound power level of the flames, but also the
sound power level of the isothermal flow and for varying
Reynolds numbers. Scaling with a typical Reynolds num-
ber leads to very similar results for flames with different
Reynolds numbers Re, assuming that the sound genera-
tion is proportional to Re4. This indicates that volume
sources due to the combustion processes are responsible
for the noise generation.
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The Boundary-Element-Method is a powerful tool for the simulation of sound radiation and scattering.
Classically, it was developed for the free 3D-space, but it can be modified easily for half-space solutions
as long as the half-space is delimited by a perfectly rigid or soft plane. In this case, the Green’s function,
the core of the Bem, can be derived from a simple image source ansatz, which however cannot be
used for a more general impedance boundary condition. In this presentation, an appropriate Green’s
function will be studied, which is able to describe the sound propagation above an impedance plane and
is suitable for an implementation into a Bem code. It bases on the superposition of sound sources with
complex source points. The numerical evaluation of this Green’s function will be presented along with
several test cases. The computational costs of the developed ”Complex-Source-Point-Bem” (Cbem) in
comparison with a classical Bem together with a discretisation of the impedance plane will be discussed.

1 Introduction

The purpose of the present work is to calculate the
sound field, which is radiated by a vibrating structure in
presence of an infinite plane, which is characterized by
its normal impedance. The boundary element method
(Bem) is well suited for the calculation of the sound ra-
diation of complex structures, but the presence of an im-
pedance plane represents a serious difficulty for the ap-
plication of the Bem. The infinite plane can be approx-
imated by an additional discretized structure. Apart
from the low accuracy, which can be gained with this
approach, the supplementary structure enlarges the set
of equations considerably. Another way is to incorpo-
rate an appropriate Green’s function into the Bem for-
mulation, which fulfills the boundary conditions on the
impedance plane automatically. In literature there can
be found numerous solutions for the Green’s function
describing the sound propagation above an impedance
plane, e.g. [1], [2], [3]. Unfortunately, all those solutions
have singularities for an impedance with springlike reac-
tance and special source-receiver geometries. They are
not suited for an implementation in a Bem code for the
simulation of outdoor sound propagation, since most of
real ground surfaces show springlike impedance charac-
teristics [4]. Also, in [5], which directly focuses on the
Bem, a sufficient solution for this configuration could
not be found. Ochmann presented in [6] a Green’s func-
tion, which seems suitable for an incorporation into a
Bem code, since it does not have any limitations con-
sidering the impedance characteristics of the plane or
the placement of source and receiver. In the following
work this Green’s function and its implementation in
a Bem code will be discussed. At first a brief survey
of the theoretical background will be given, followed
by details about the numerical implementation of the
function. Two test cases will be presented to verify the
implementation. The paper concludes with a investiga-
tion of the accuracy and effectiveness of the new Cbem

formulation in comparison with an indirect Bem and a
discretized impedance plane.

2 Theory

The basis for the Bem is the Helmholtz-Integral-Equation
(Hie), here for exterior problems,

C(~x)p(~x) =

∫

SQ

(
p(~y)

∂g(~x, ~y)

∂~ny
− ∂p(~y)

∂~ny
g(~x, ~y)

)
dSy

(1)

with

C(~y) =





1 ~x in the exterior domain,
1
2 ~x on the surface SQ,

0 ~x in the interior domain.

The core of the Hie is the Green’s function g(~x, ~y). As
solution of the wave equation it describes the sound
propagation between the source point ~y = (xs, ys, zs)
and the receiver point ~x = (x, y, z) and has to fulfill the
boundary condition on the surface as well as Sommer-
felds radiation condition at infinity. For the free-space
case the Greens function is given by

g(~x, ~y) =
e− ikR1

4πR1
(2)

with R1 =
√

(x − xs)2 + (y − ys)2 + (z − zs)2. k is the
wavenumber k = ω/c0 with ω as angular frequency and
c0 the speed of sound in the acoustic domain. The time
dependence exp(iωt) is omitted.

Regarding a half-space problem, the three-dimen-
sional space is separated by an infinite plane Sp, see
Fig. 1. The boundary condition on the plane is given by
the plane’s normal impedance Z

p

vn
= Z on Sp. (3)

As long as the Z = ∞ or Z = 0, which corresponds
to a perfectly rigid and soft plane, respectively, the ap-
propriate Green’s function is given by an image source
ansatz

g(~x, ~y) =
e− ikR1

4πR1
+ Rp

e− ikR2

4πR2
(4)

with

Rp =

{
+1 Z = ∞,

−1 Z = 0.
(5)

In [6] a Green’s function was presented, which are
able to fulfill any impedance boundary condition on the
plane Sp and has no restrictions relating to the position
of ~x and ~y

G(~x, ~y) =
e− ikR1

4πR1
+

e− ikR2

4πR2

+
iγ

2π

∫ 0

−∞

e− ik
√

ρ2+(z+zs+iζ)2

√
ρ2 + (z + zs + iζ)2

︸ ︷︷ ︸
ĝ(−zs−iζ)

e− iγζdζ,

(6)
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Figure 1: Sketch of source ~y and receiver ~x above an
infinite plane

where ρ =
√

(x − xs)2 + (y − ys)2 is the horizontal dis-
tance between ~x and ~y. γ follows from the plane’s nor-
malized impedance, γ = ik/Z0 mit Z0 = Z/(ρ0c0) with
ρ0c0 as impedance of the ambient fluid. The integral
in (6) can be interpreted as line integral over image
sources with a complex source point, ĝ(−zs − iζ). A
more detailed presentation of the theoretical background
of (6) and its derivation and the characteristics of point
sources with complex source points can be found in [6]
and [7]. Eq. (6) does not have any singularities, apart
from grazing incidence when z + zs = 0, i.e. source
and receiver position must not be directly located on
the plane. The integral is convergent for masslike and
springlike reactive parts of the plane impedance. Its
drawback is that it is an improper integral over a fluc-
tuating kernel, which can show a narrow peak at ζ = −ρ.

3 Numerical Evaluation

Due to the difficult kernel in the integral of Eq. (6) an
evaluation of the integral can be quite tedious. A very
reliable method is the adaptive multigrid quadrature,
which is presented in [8]. This quadrature method re-
quires the determination of a lower integration limit.
The integrand Ψ(ζ) can be separated into a decaying
envelope ΨE(ζ) and a oscillating term ΨO(ζ)

Ψ(ζ) =
e− ikr

r
e− iγς

=1/|r| e(k Im{r}+Im{γ}ζ)

︸ ︷︷ ︸
ΨE(ζ)

e− i(k Re{r}+φ+Re{γ}ζ)
︸ ︷︷ ︸

ΨO(ζ)

(7)

with r =
√

ρ2 + (z + zs − iζ)2. Re{ } and Im{ } denote
the real and imaginary part of the quantity in brackets,
respectively. Since Im{γ} represents the damping of the
ground, Im{γ} must be equal or greater than zero and
the exponent in ΨE(ζ) is negative for all ζ ∈ (−∞, 0].
This decaying envelope ensures the convergence of the
integral in (6) on one hand and it provides the possi-
bility of defining a lower limit on the other. We decide
to terminate the integration at ζll where ΨE(ζ) < 10−6.
Fig. 2 shows the kernel of the integral and the compo-
nents of the envelope ΨE(ζ) for z + zs � 0, i.e. for ~x
and ~y close to the plane. For the implementation of the
quadrature algorithm the program package ”mlquad”
from ”CodeLib” was used and the code was adapted to
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Figure 2: Upper panel : Curve of Ψ(ζ) in case
z + zs << 1 for ρ = 30 m, γ = 0.0026 + i0.0026 m−1,

z + zs = 0.06 m, k = 1 m−1. Lower panel :
Components of the envelope ΨE(ζ).

the present integral. ”CodeLib” is a collection of al-
gorithms of the Konrad-Zuse-Zentrum für Information-
stechnik Berlin [9].

In case Im{γ} > 1, the Gauss-Laguerre quadrature
can be applied to solve the integral in (6). This leads to
an enormous acceleration of the calculation. The Gauss-
Laguerre quadrature is defined as

∫
∞

0

f(η)e−ηdη =

n∑

i=1

w(i)f(η(i)). (8)

By means of a variable transformation with η = −ζ Im{γ}
the integral in (6) can be converted into the appropriate
form,

I =
iγ

2π Im{γ}

∫
∞

0

e− ikr̃

r̃
eiη Re{γ}/ Im{γ}

︸ ︷︷ ︸
f(η)

e−ηdη (9)

with r̃ =
√

ρ2 + (z + zs − iη/ Im{γ})2. The number of
quadrature points n depends on the curve of the inte-
gral kernel. Our investigations showed, that the sum of
the heights of source and receiver location has the most
influence on the necessary number n. The closer source
and receiver are located to the plane, the more quadra-
ture points are necessary to solve the integral correctly.

The expression for f(η) contains also an exponen-
tially decaying term, namely exp(k Im{r̃}). In case the
decay of the term exp(k Im{r̃}) is considerably more
steep as the decay of exp(−η), the integral can not be
solved by the Gauss-Laguerre quadrature. From this
it follows that this quadrature formula can only be ap-
plied for Im{γ} > 1. However, in this case the Gauss-
Laguerre quadrature is observed to solve the integral
correctly and very fast. A resistance of Im{γ} > 1 can
be found for soft grounds in the higher frequency range.



4 Test cases

4.1 Soft ground

The test configuration is given by a small cube with
edge length of 1 m, whose surface is driven by a virtual
monopole source in its center [10], [11]. The surface
mesh consists of 54 four-noded quadrilateral elements.
The center of the cube is located 3 m above the infinite
impedance plane, which is located in z = 0, see Fig. 3.
The perfectly soft plane impedance is approximated by a
very high admittance of |γ| =

√
2·10−3. Both a masslike

(Re{γ} > 0) and a springlike (Re{γ} < 0) plane impe-
dance are investigated. Fig. 3 shows the Bem results for
the sound pressure in field points in a distance of 3 m
around the center of the cube, see Fig. 3, for the image-
source Green’s function Bem (Imbem), Eq. (4), and the
complex Green’s function Bem (Cbem), Eq. (6). The
sound pressure was normalized to ρ0c|v̄n|, with |v̄n| as
absolute value of the mean surface velocity of the pulsat-
ing object. For the illustrated benchmark configuration
the results of the Cbem formulation match very well the
results of the Imbem.

  0.05

  0.1

  0.15

  0.2

  0.25

30

210

60

240

90

270

120

300

150

330

180 0

Figure 3: Left panel : Test geometry: Field points
around the radiating cube above an impedance plane.
Right panel : Normalized sound pressure in the field

points: — calculated with Imbem in case of a perfectly
soft plane (Rp = −1); � calculated with the Cbem for

a soft plane with masslike impedance
(γ = 103 + i103 m−1) and × for a soft plane with

springlike impedance (γ = −103 + i103 m−1)

4.2 Perpendicular incidence

In case, source and receiver are arranged one above the
other on a vertical axis (ρ = 0), there exists a exact
solution for Eq. (6)

Gexakt(~x, ~y) =
e− ikR1

4πR1
+

e− ikR2

4πR2

− ik

2πZ0
eik (z+zs)/Z0E1

(
ik (z + zs)

(
1 +

1

Z0

))
.

(10)

For field points far above the impedance plane, where
k(z + zs) is large, Eq. (10) can be simplified to a ”plane
wave”-approximation [12]

Gplane(~x, ~y) =
e− ikR1

4πR1
+

Z0 − 1

Z0 + 1

e− ikR2

4πR2
. (11)

Figure 4: Vibrating sphere above an impedance plane,
the field points are located on a vertical line at

xFP = (0, 0, z)

The geometry of the test configuration can be seen in
Fig. 4. A sphere of radius 0.25 m is located above an
impedance plane with γ = 1+0.5 i. The sphere’s center
is located at (0, 0, 3m), the wave number is k = 1 m−1.
The sphere’s surface is build up by 296 quadrilateral
and triangular elements. The field points are arranged
on a vertical line below and above the sphere’s center
at ~xFP = (0, 0, z). The sphere vibrates with a normal
velocity distribution, which is determined by a virtual
monopole source in the center of the sphere at ~y. Due
to the presence of the impedance plane the velocity vn

is not uniform, but can be obtained by means of Eq. (6).
Thus, the normal velocity vn of the nodes ~x of the sphere
are given by

vn(~x) =
i

ωρ0
Ap

∂G(~x, ~y)

∂~nx
. (12)

Ap is the source strength of the virtual monopole source
in the interior of the sphere.

From Gl. (10) follows the exact sound pressure at
the field points pexact. The error E is a measure for
the deviation of the field point sound pressure from the
exact solution

Ei =

√
|pi − pexakt|2

|pexakt|2
, (13)

with pi as sound pressure at the field points coming
from the ”plane wave”-approximation and the Cbem-
solution. Fig. 5 shows the error curves. The error of the
monopole test Edisc is additionally plotted. Edisc rep-
resents the general discretization error of the numerical
solution, as it was decribed in [10]. It can be seen, that
the error of the Cbem-solution ECBEM is in the order of
magnitude of the discretization error at around 1%. As
expected, the error of the ”plane wave”-approximation
is very high for field points in proximity to the plane.
For field points at larger z, the error decreases and the
approximation converges to the exact solution. This test
verifies the implementation of the Green’s function (6)
into the Bem-application and shows, that the Cbem is
able to approximate excellently the radiated sound field
above an impedance plane.
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Figure 5: Error E of the ”plane wave”-approximation
and of Cbem-solution as well as the discretization error

5 Application of the CBEM

In a first step we investigate the accuracy of the the
multigrid quadrature and the Gauss-Laguerre quadra-
ture within a Cbem simulation and later on we com-
pare the Cbem results to results of an indirect Bem,
where the infinite impedance plane is represented by a
discretized plane model.

The geometrical configuration can be found in Fig. 6.
The center of the vibrating sphere, which was already in-
troduced in Sec. 4.2, is now located at (0, 0, 1m) above
the impedance plane with γ = −1.41 + i 1.66 at f =
400 Hz (forest floor). 100 field points are located on a
horizontal line at ~xFP = ([0.5 : 300]m, 0, 1m). Fig. 7

source

impedance plane, Zp

... 1m
field points

z

x

Figure 6: Vibrating sphere above an impedance plane,
the field points are located on a horizontal line at

~xFP = (x, 0, 1m)

shows the error E, Eq. (13), of the Cbem-solution for
this configuation calculated with the multigrid quadra-
ture ECBEM-mlquad and the Gauss-Laguerre quadrature
ECBEM-GL, respectively. Here, pexact is the field points
pressure, calculated with Eq. (6) by means of a multi-
grid quadrature of the integral term. The discretization
error Edisc is additionally plotted. Again, the error of
both Cbem-solutions, ECBEM-GL and ECBEM-mlquad, is
in the order of magnitude of the discretization error of
2.5 % over a wide range of the horizontal distance x.

At very far distances, for kx > 400 some peak-shaped
deviations from this error level occur. The cause of this
deviations could not be ascertained so far. It seems, that
there occur numerical instabilities for some selected ge-
ometrical configuations, provided that the field points
are very far away from the source.
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Figure 7: Error of the Cbem-solution with multigrid
quadratrure ECBEM-mlquad and with Gauss-Lagurerre
quadrature ECBEM-GL as well as the discretization

error Edisc

In the next step, the impedance plane in Fig. 6 is rep-
resented by a set of planar quadrilateral elements, see
Fig. 8. We investigate two measures of the discretized
plane, 6 × 6 m with 2304 elements and 12 × 12 m with
9216 elements. Since the plane does not have a closed
surface the indirect Bem has been used. The calcu-
lation was carried out with LMS Virtual.Lab Rev.7B.
Fig. 9 shows the error of the field points pressure for the
two planes in comparison with the previously discussed
ECBEM-GL. It can be clearly seen, that outside the dis-
cretized plane areas the error becomes huge (the edges
of the planes are indicated by the arrows, labeled with
3m and 6m). With increasing x the sound field becomes
more and more the sound field of an monopole source in
free space, therefore the enormous deviations from the
exact solution occur at the outlying field points. But
also at the field points above the plane model a large
error is detected, even near the middle of the planes.
The increased edge length of the greater plane does not
enhance the results much. The error curves show, that
the Cbem simulates the radiated sound field above an
impedance plane with a very high grade of accuracy,
which can not be reached by using a discretized plane
model. The cost for the different simulation approaches

Figure 8: Vibrating sphere above a discretized
impedance plane
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points for the different simulations

can be found in Tab. 1. All calculations were done on
a desktop PC with Intel Pentium D Dualcore, running
at 3.20 GHz, equipped with 2.00 GB RAM, OS Win-
dows XP. BemLab is our in-house Matlab-based BEM
code, described in [7], [13]. The multigrid quadrature

Method Software Time needed
Cbem-mlquad BemLab 4 h
Cbem-GL BemLab 0.5 min
indirect Bem, 6 × 6m Virtual.Lab 5 min
indirect Bem, 12 × 12m Virtual.Lab 1.5 h

Table 1: Costs for the different simulation methods

(Cbem-mlquad) of the integral term of Eq. (6) has com-
paratively high costs. At present the Cbem in combi-
nation with a Gauss-Laguerre quadrature (Cbem-GL)
is the most favorable approach regarding quality and
speed of the Bem-calculation.

6 Summary

A Green’s function, which describes the sound propa-
gation above an impedance plane, was successfully im-
plemented in a Bem-code. Due to the characteristics
of the Greens’ function there does not exist any limita-
tion for the applicability of the resulting Cbem. Hence,
the impedance planes are allowed with masslike as well
as springlike reactive parts. All arrangements of source
and receiver points are possible. It could be shown, that
the quality of the Cbem-solution is much higher than of
a comparable indirect Bem-model. Thus, the presented
Cbem represents a very valuable extension of the classi-
cal Bem-formulation for the description of more realistic
models considering outdoor sound propagation.
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