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ABSTRACT: Reducing dropout rates in higher education would allow increasing the number of 
graduates. If one can predict early enough whether a student might drop out, targeted coun-
seling could be put in place. This work replicates the approach of Berens et al. (2019) to predict 
whether students might dropout using academic performance data from their first semester. 
Further, the approach is extended by comparing the results of the cross-program model on 
specific programs of study with the results of the models trained for each specific program. 
The findings support the generalization of the approach of Berens et al. (2019) to the German 
context, which could serve to establish best practices for dropout prediction in higher educa-
tion. 
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1 INTRODUCTION AND RELATED WORK 

A goal of the European Commission in 2010 was to increase the number of 30-34-year-olds with higher 

educational attainment from 31% to at least 40% in 2020 (European Commission, 2010). 

A way to achieve this is to reduce dropout rates. This requires early knowledge of students who run 

the risk of not completing their studies. The subsequent supervision of first-year students and the 

support provided by targeted study counseling must be supported by an effective dropout forecast 

and the analysis of possible causes (Dekker, Pechenizkiy, & Vleeshouwers, 2009). 

Looking for a general approach based only on academic performance data, this work replicates to a 

large extent the work of Berens, Schneider, Görtz, Oster, and Burghoff (2019) – hereinafter also re-

ferred to as original study – regarding the chosen algorithms and academic performance features. The 

purpose is to use the data the university has on the academic performances of their current and for-

mer students to identify students at risk at the end of their first bachelor semester. As an extension 

of the original study, two additional modeling ways are compared: 1) a cross-program model built 

with the data of three bachelor programs together and evaluated separately on each specific program 

and 2) three models built for each specific degree program. The comparison of the results of the orig-

inal study with all our results indicates that the approach of Berens et al. (2019) is generalizable to 

other higher education institutions in Germany. 

Predicting dropout with machine learning algorithms in higher education institutions is an important 

task and has been investigated in many works (Ochoa & Merceron, 2018). Researchers use sociodem-

ographic data, performance data or a mixture of both to solve this task. Sociodemographic data might 

include gender, ethnicity, income, date of birth. Performance data might include pre-university grade, 

major or degree program declared, enrollment in university courses, university grades. Dekker et al. 
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(2009), Aulck, Nambi, Velagapudi, Blumenstock, and West (2019) or Berens et al. (2019), as the origi-

nal study, have obtained good prediction results with performance data only; adding sociodemo-

graphic data hardly improves the results. The work of Berens et al. (2019) is particularly relevant to us 

as it predicts students’ dropout in a German context which is also the case of the present investigation. 

Building on these findings, this work uses only performance data. Different kinds of features can be 

extracted from performance data, in particular, global features and local features as introduced by 

Manrique, Nunes, Marino, Casanova, and Nurmikko-Fuller (2019). Local features are specific to a par-

ticular program of study like grades in the courses of this program. By contrast, global features can be 

extracted for any program of study like the number of passed exams, the average grade in passed 

exams and so on. Note that models built with machine learning algorithms that use local features can 

be trained only with the data of that particular program while models that use global features only, 

can be trained with data coming from all programs of an institution; we call these last models cross-

program models. Dekker et al. (2009) have investigated one degree program only and use local fea-

tures while Aulck et al. (2019) and Berens et al. (2019) have used global features and build one cross-

program model. Manrique et al. (2019) have investigated two programs of study; they have built two 

models using local features and a cross-program model. Interestingly, the performance of the two 

models using local features tends to be better than the performance of the cross-program model. This 

finding leads us not only to replicate the work of Berens et al. (2019) but also to extend it by investi-

gating whether individual models built separately for each degree program using global features give 

better results than the cross-program model. From a machine learning perspective, more training data 

is better. This would speak for a model integrating data from different programs of study. However, 

data from another program of study could also add noise. 

No known algorithm works better in all contexts. Dekker et al. (2009) have obtained the best results 

with decision trees and Aulck et al. (2019) with logistic regression. Three algorithms – logistic regres-

sion, random forests, and neural networks – have given very similar results in the work of Berens et 

al. (2018); the addition of the ensemble method AdaBoost slightly improved the results. 

Models are evaluated differently. Dekker et al. (2009), Aulck et al. (2019) and Manrique et al. (2019) 

have used k-fold cross-validation. Berens et al. (2019) have picked out a single cohort to evaluate their 

model. This work has used a time-aware validation in the spirit of Krauss, Merceron, and Arbanowski 

(2019) to reflect the intended use of the model: it is to build with data of passed students to predict 

whether new-comers might drop out. This approach is also used in Asif, Merceron, Ali, and Haider 

(2017) or Baneres, Rodriguez, and Serra (2019). 

2 METHOD 

This study uses data from six-semester bachelor’s degree programs, which include 4,312 students 

from 2005 until summer 2019. The original study takes the data of two German universities: the entire 

bachelor courses of a state university (SU) with 14,496 records and a private university of applied 

science (PUAS) with 7,600 records while our work is based on three bachelor programs of a German 

state university of applied sciences. Our records include for each student the enrollment date in the 

degree, every single course they enrolled in, the respective enrollment semester and the grade 

earned, the graduation date and the result for students who completed the degree. 
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For the further processing of the data some preprocessing was necessary: to take account of changes 

to the curricula over the years, all data had to be converted to the present curricula and pseudony-

mization of the records were carried out by aggregation of grade from grades ({1.0, 1.3}, {1.7}, {2.0, 

2.3, 2.7}, {3.0, 3.3, 3.7}, {4.0}) to (1.3, 1.7, 2.3, 3.3, 4.0) with 1.3 is the best and 4.0 the worst. Two 

other possible outcomes of an exam are “not participated” and “failed”. To earn a degree, a student 

has to successfully pass every single course and has three attempts to do so. To attempt an exam, a 

student has to enroll in the corresponding course. 

Our use-case is to predict students who drop out of the degree. A student switching from one degree 

to another degree within the same university or to another university is therefore considered as a 

dropout as well. To uncover students still enrolled in the university but not enrolled in any course of 

a specific program, we find dropouts from the data: a student that has not enrolled in any course of 

the degree during more than two consecutive semesters has dropped out of the degree. This thresh-

old results from the longest interruption that we have identified in graduates. 

A preliminary exploration of the data on a smaller dataset has shown that students dropping out and 

students completing the degree strongly differ in the courses of the first semester. The frequency of 

occurrence of “not participated” and “failed” is much higher for students who drop out than for stu-

dents who complete their studies. This observation suggests that the use of appropriate algorithms 

on the data of the courses of the first semester can predict students’ dropout with good results. That’s 

why we focus on the first semester in this study. 

The global features chosen for this study are given in Table 1 right. Our work differs from the original 

regarding the features in the following points: 1) we don’t distinguish between important and other 

successfully completed exams because all courses of our first semester are mandatory and considered 

as core courses of the programs, 2) we don’t distinguish between exams not participated in and no-

show exams because this distinction does not exist in our data. 

Table 1: Academic performance features – Comparison with Berens et al. (2019) 

Berens et al. This work 

Variable Values Variable Values 

No. of important successfully 
completed exams 

1 to 9 
No. of successfully com-
pleted exams 

0 to max 
No. of other successfully 
completed exams 

0 to max 

Average grade per semester 1.00 to 4.00 Average grade per semester 1.3 to 4.0 

No. of failed exams per se-
mester 

0 to max 
No. of failed exams per se-
mester 

0 to max 

No. of exams per semester 
not participated in 

0 to max 
No. of exams per semester 
not participated in 

0 to max 
No. of no-show exams per se-
mester 

0 to max 

Class label 1 = dropout 
0 = graduate 

Class label 1 = dropout 
0 = graduate 

In this study we have used the five different algorithms: decision tree, logistic regression, neural net-

work, random forest, and AdaBoost; the implementation was done in the Python scikit-learn library. 
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Concerning the algorithms in the original study, the replication differs in three points: we have 1) 

added decision trees due to their good interpretability like logistic regression, 2) used random forest 

instead of bagged random forest, because the benefit of the bagged version was not clear to us, and 

3) added the decision tree to AdaBoost due to good results as a single classifier. The metrics used to

evaluate the models are precision, recall, accuracy and area under the ROC curve. The original study

uses a classification threshold, which cannot be repeated in the present research because of the time-

aware evaluation. Instead, this work has optimized the hyper-parameters of each model by 10-fold

cross-validated grid search tuned for the recall metric.

Figure 1 shows the different training/test sets we have used and their numbers of records: [a] cross-

program model: the dataset of the three degree programs is split into 80% training data corresponding 

to students with the oldest matriculation date and 20% test data (students with the newest matricu-

lation date), [b] program-specific models: is similarly split, but for each degree program because we 

have trained program-specific models, and [c] cross-program model with program-specific test: the 

training set is the union of the training sets of [b] and the test sets are the same as in [b] (training set 

[a] is not necessarily disjunct from test set I, test set II and test set III). Variant [a] corresponds to the

replication study while variants [b] and [c] are carried out for its extension.

Figure 1: Schematic illustration of the training and test splits 

3 RESULTS 

Figure 2 presents the scores for each model and each variant [a/b/c]. First, we compare the results of 

the variant [a] to the results of  the original study: recall 71.49% (SU) and 69.89 (PUAS); accuracy 

76.60% (SU) and 83.64% (PUAS) – best results obtained with AdaBoost. Our AdaBoost achieves better 

results: recall 78.19% and accuracy 83.55%; only accuracy (PUAS) is marginally better. AdaBoost out-

performs slightly the other models in the original study, which is not the case in our replication. Our 

other models for variant [a] achieve similar results: recall between 74.49% and 78.56% and accuracy 

between 81.46% and 83.89%. The best model for variant [a] in terms of recall is the decision tree 

(78.56%), closely followed by the neural network (78.37%) and in terms of accuracy the neural net-

work (83.89%), closely followed by the decision tree (83.78%). The most important decision feature 

of the decision tree is the number of successfully completed exams and this is also confirmed by the 

result of the logistic regression coefficients. It stresses the observation that students who are not suc-

cessful in their first semester tend to drop out faster. 
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The comparison of the cross-program models [a/c] with the program-specific models [b] as the exten-

sion of the replication study does not show a clear picture. In some cases, the cross-program model 

outperforms the specific models, for example, the decision tree and degree program III with a recall 

for [a] of 78.56%, for [b] of 70.64% and for [c] of 78.44%. In other cases, the specific model outper-

forms the cross-program models like for the AdaBoost and degree program II: recall [b] = 83.98% op-

posed to recall [a] = 78.19% and recall [c] = 79.84%. 

The ROC AUC reaches the highest value for variant [a] with the logistic regression (92.21%). The best 

AUC score of 95.35% is achieved by the logistic regression in the specific model [b] for program II. 

AdaBoost performs worse for this metric. Similar trends can be observed for precision. 

The differences between the results of the different models tend to be marginal, although the perfor-

mance for program II tends to be better than for the other programs. Overall, the results show the 

appropriateness of a cross-program model and confirm the approach of Berens et al. (2019). 

Figure 2: Heatmap of achieved metric scores – highest values are in bold 

4 CONCLUSION AND FUTURE WORK 

In this study, we have investigated five different algorithms using a global feature set to predict stu-

dents’ dropouts using only data from the first semester. Further, we have built cross-program models, 

models specific to each of the three programs and tested a cross-program model on each study pro-

gram separately. Overall, the results show that a cross-program model as proposed in the original 

study is generalizable. Further research is needed to understand why prediction tends to work better 

for the study program II. 

Despite the differences from the original study, our models get comparable results and even better 

for recall. AdaBoost works best in the original study, which is not the case here. Further investigation 

is needed to understand why. The obvious next step concerns the dataset: we have used only three 

degree programs with 4,312 records. So, subsequent activity is to consider more study programs up 

until a university-wide analysis and prediction system as in Berens et al. (2019). Especially interesting 

could also be the consideration of different online degree programs as well as the inclusion of master’s 

degree programs.  
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Further work also consists of taking higher semesters into account. This data might reveal the self-

regulating skills of the students better. A preliminary study has shown that about 1/3 of the students 

who drop out do so during or immediately after the first semester. This means 2/3 of the students 

drop out later. A follow-up is to predict dropouts related to the semester as in Berens et al. (2019). 

We will consider how adding more data from higher semesters will impact the performance of the 

classifiers. 
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